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1. Introduction

Humanitarian evaluation is more prolific than ever before: more evaluations are being conducted, by more agencies, covering more crises. The volume of evaluation output appears to have increased significantly over the past decade, as evidenced by a 100% increase in uploads to ALNAP’s HELP library between 2008 and 2018. Over the same period, humanitarian agencies have put significant effort into updating and revising their evaluation norms and standards, placing more emphasis on the quality and use of evaluations in the sector. Yet the quality and usefulness of these evaluations seems to vary greatly. A review of recent humanitarian evaluations, conducted for ALNAP’s State of the Humanitarian System (SOHS) 2018 report, found a mismatch between this growth in effort and output on the one hand, and continuing concerns about the quality and utility of humanitarian evaluation on the other.

Three issues in particular stood out. The first was the mixed quality of the evaluations concerned, which derived in part from a high degree of variability in methodological rigour. The second issue was the limited scope of the evaluations reviewed: the great majority deal with context-specific crisis responses by individual agencies; relatively few are concerned with system-wide performance or organisational performance across a range of different contexts. The third issue was a fundamental inconsistency in how and to what extent effectiveness is understood and assessed, or indeed properly evaluated at all.

These issues are not new. In 1999, the Organisation for Economic Co-operation and Development (OECD) described the variance in humanitarian evaluation as ‘methodological anarchy’. There has since been extensive discussion on the subject of improving evaluation quality (e.g. World Bank IEG, 2009; Rogers, 2009; Stern et al., 2012). ALNAP and others have undertaken several initiatives to improve the professionalism and quality of evaluative practice in humanitarian settings, and many agencies have taken steps towards this by:

- revising evaluation policies (e.g. DFID, 2013; UNICEF, 2018)
- enhancing quality assurance systems (e.g. the World Food Programme’s Evaluation Quality Assurance System and UNICEF’s Global Evaluation Reports Oversight System)
- improving evaluation methods (e.g. Stern et al., 2012; Vogel, 2012)
- peer review of evaluation systems (Liverani and Lundgren, 2007; UNEG, 2011; 2012)
- agreeing to common norms and standards for evaluation (UNEG, 2016).

So, why do the quality and utility of humanitarian evaluations still continue to raise concerns? Given the apparent advances in methodological practice, the problem may lie deeper than tools and frameworks. The weaknesses seen in the 2018 SOHS evaluation review warrant a closer look at the foundations of humanitarian evaluation. In particular, how do we understand the purpose and function of evaluation in this sector? What kinds of evidence do evaluations generate? How do we evaluate effectiveness in humanitarian contexts? And how does variable organisational practice relate to questions of quality and scope?

In seeking to answer these questions, this paper addresses the main issues with current evaluation practice noted in the SOHS 2018 evaluation synthesis. It compares the purpose and function of humanitarian evaluations with the range of approaches available beyond the sector, and reviews the evaluation policies of major international humanitarian agencies to better understand how the evaluation function is currently understood.

The paper employed four main research methods:

- A review of the academic literature on evaluation function, including 23 academic reports and grey literature on evaluation from inside and outside the humanitarian community.
- A review of evaluation policies and frameworks, using a purposive sample of 16 evaluation policies (including United Nations, non-governmental organisations (NGOs) and donor organisations). Each policy covered organisation-wide evaluation policy at the time of writing.

---

1 A sample of 120 evaluations (chosen for their scope and relevance) out of 549 publicly available evaluative studies were reviewed and common themes identified, along with some common characteristics of the evaluations themselves.
2 Informants to this study tended to echo earlier concerns over utility and utilisation of humanitarian evaluations raised by Hallam and Bonino (2013), building on Sandison (2006).
3 A list of those interviewed and list of evaluation policies reviewed are provided in Annex A of this paper. See Technical Annex for a fuller account of the methods used.
MISSING THE POINT?

• **Key stakeholder interviews**, including with a purposive sample of 21 stakeholders within the humanitarian evaluation community, primarily with heads of evaluation offices, senior evaluation managers and senior evaluators from across the ALNAP Membership.

• **A review of the evaluation synthesis** conducted for the 2018 SOHS. The authors used the sample of evaluations selected for this synthesis to assess evidential quality, its driving factors, evaluation scope and method.

This paper aims to stimulate further discussion both of current evaluation practice in the sector and, in proposing potential solutions to the various challenges identified, of possible future directions. It should be of interest to evaluators and those who commission evaluations, and to the wider field of humanitarian practitioners who are often the intended end users of evaluations.

Section 2 reviews the types of evaluative evidence generated by current evaluation practice in the sector as a prelude to a discussion of the purpose and function of evaluation (section 3). The authors draw here on the wider literature on development and public policy evaluation and consider in particular the ways in which the evaluation of effectiveness might be better understood in the humanitarian sector. The paper concludes with three specific suggestions as to how the sector might evolve evaluation practice to address some of the problems noted (section 4) and offers some final concluding thoughts (section 5).

### 2. Assessing the coverage and quality of evidence from current evaluation practice

The evaluation synthesis conducted for the SOHS 2018 report found that the quality of evidence generated by humanitarian evaluation was highly variable. Analysis of this variability for the current paper suggested that quality was driven primarily by organisational factors – such as agency and evaluation type – together with the choice of evaluators, rather than the contextual challenges posed by conducting evaluations in different crises or regions. The review found that the scope of humanitarian evaluations is typically confined to single agency responses (projects or programmes) assessed in their own terms, and rarely looks at the links to contextual and system-wide issues. Finally, it found there remains a radical inconsistency in how effectiveness is understood and evaluated.

#### 2.1 Quality and depth of evidence

Using the methodology outlined in the Technical Annex, the authors reviewed and assessed the quality of evidence provided in the evaluations that were selected for the SOHS 2018 report. Based on this, the authors identified those factors most associated with high-quality evidence.

The review found that, on average, evidential quality across the evaluations was fairly good, but that the **quality of evidence from individual evaluations varied considerably** around this average. Strikingly, evidential depth (broadly the weight and scope of evidence used) and evaluations’ relevance for the SOHS report were rated more poorly than the quality of analysis. This suggests that the evaluation system is generally better at setting the framework (clear questions and methods) for high-quality evidence than it is at providing in-depth answers to them.

When looking at the factors most associated with high-quality evidence, the review found **evidential quality was highly correlated with evaluation type, agency and sector-focus** – which notably goes a long way to determining the choice of evaluators themselves. The subject of the evaluation, evaluation criteria used, geographical region and crisis type had low correlation with quality. This suggests that quality variance is

---

4 An evaluation of quality formed part of the evidence-weighting process for the SOHS evaluation synthesis. ‘Quality’ was understood primarily with reference to clarity and cogency of analysis. The question of quality, and the factors associated with higher or lower quality, were further analysed for the purposes of this paper – see Technical Annex for detail.

5 The mean average quality score under the methodology adopted was 2.42 out of 3.00, or 81%. The standard deviation around the mean average was 0.63, and the coefficient of variance was 25%.

6 ‘Evidential depth’ was understood both in terms of the weight of evidence adduced and the extent to which the evaluations considered a range of potential causal factors and evidence beyond the immediate context of the programme concerned. The average score for depth of evidence was 2.23 out of 3.00 (74%).
related more to the different institutional set-ups and evaluation processes than to the difficulty of doing evaluation in crisis settings.

Following this train of thought, the authors looked at the impact of the different evaluation methods used. Of 120 evaluations sampled, none used a control group, and none were purely quantitative. Rather, there was a 50:50 split between purely qualitative studies and mixed-method approaches. The difference in evidential quality between these two approaches was noticeable, both in terms of mean average quality score and variance. Compared to the mixed-method evaluations, the qualitative studies were more variable and, on average, lower quality.

2.2 Categories of evidence and evidence gaps

The SOHS process raised questions about the evaluation coverage of some of the key topics of concern for the sector. Figure 1 shows the extent to which the OECD Development Assistance Committee (DAC) Evaluation Criteria – used almost universally as a reference point in framing the scope of evaluations – were covered in the evaluation sample reviewed for the 2018 SOHS report.

Figure 1 Evaluation coverage per the DAC Evaluation Criteria

Source: author's own

Here, and in a wider review of relevant studies for the SOHS report, the authors found a marked absence of studies that looked at systemic or response-wide issues, with most looking at project or single-agency level. Only 20% of the 549 studies identified in the 2015 to 2018 period were considered relevant to the system-wide scope of the SOHS report. Even within the sample of evaluations selected for the review, the focus of the stated evaluation frameworks tended to be on evaluation criteria that are more obviously related to the performance of single projects and programmes (relevance, effectiveness and efficiency) as opposed to those relating more to systemic and response-wide issues (connectedness and coordination).

It should be stressed that the evaluation sample did not show that effectiveness, relevance and efficiency were covered well by the evaluations in the sample, nor that impact had been properly addressed by almost 50% of the evaluations. Rather, it showed that the evaluation questions and frameworks explicitly sought answers to questions relating to these criteria (and generally did not ask questions about coordination or connectedness).

7 The definition of 'mixed-method' employed here is that proposed by Bamberger (2012): to count as mixed-method, an evaluation had to include elements of both qualitative and quantitative primary data collection and analysis in the methodology defined by the final report.

8 See Technical Annex for further detail. Qualitative evaluations had a mean average score of 2.25 out of 3.00 and a variance of 28%. This compares to 2.56 and 20% for the mixed methods studies.

9 Evaluation criteria established by the OECD DAC, as modified for use in humanitarian contexts. See Beck (2006).
Those consulted for this paper also noted that, although the production of evaluations has risen over the past 20 years, clear gaps remain in the topics covered. Interviewees highlighted shortcomings in coverage related to issues loosely termed ‘strategic’, such as response-wide coverage of affected people; inter-agency coordination; inter-sectoral resilience initiatives and the humanitarian-development nexus; and, to a lesser extent, system-wide commitments such as the Grand Bargain. Likewise, informants noted that the number of joint or interagency evaluations has remained small in comparison to the volume of single-agency studies.

The emerging picture is one in which individual agencies have over the past decade increasingly evaluated their own activities – perhaps a reflection of increased public accountability pressures to demonstrate aid results. But there are few systems in place to evaluate the collective performance of humanitarian agencies in response to major crises or to locate interventions in a wider context, which makes it hard for humanitarian evaluations to provide a solid basis for collective learning or joint reflection. This gap is felt particularly keenly in areas where system-wide analyses are most important, including the humanitarian–development nexus and other strategic challenges noted in the previous paragraph. Each of these issues is critical for evolving the humanitarian system and the subject of growing policy attention in the wake of the 2016 World Humanitarian Summit.

3. Understanding evaluation’s purpose and function

The observed weaknesses in the evidence of the evaluation sample (section 2) relate in part to different organisational approaches to evaluation and to methodological rigour. But interviews also suggested that these weakness and persistent concerns about evaluation usefulness may relate to differences in understanding about the purpose and function of evaluations within organisations and the humanitarian system. One hypothesis arising from interviews for this paper is that the variance in quality output noted above is related to different understandings of what we expect evaluations to be: how we understand their intended purpose and actual function within organisations and within the humanitarian system.

This section considers the ways in which the purpose and function of evaluation is understood inside and outside the humanitarian sector. Specifically, it compares the conception of evaluation’s function that emerges from the evaluation policies of the major humanitarian agencies with that found in the literature on development and public policy evaluation. The authors suggest ways in which that wider literature can help to inform future thinking about humanitarian evaluation. First, we consider current interpretations of the evaluation function in the humanitarian sector.

3.1 Current understanding in the humanitarian sector

A focus on learning and accountability

The purpose of evaluations in the humanitarian sector is typically described in terms of learning and accountability. In practice, these twin goals are rarely elucidated. Although published evaluation policies and frameworks consistently focused on the role of evaluation as a learning and accountability tool, our review found relatively little discussion of what these two goals mean in practice. Both learning and accountability imply a link to better-informed future decision-making, yet it is often unclear what decisions evaluation is intended to inform or how agencies understand the relationship between evaluation and other evidence tools, such as monitoring and needs assessment. Learning and accountability are broad categories within which evaluation is expected to deliver often unspecified results. This makes it difficult to determine what kind of evaluation process is appropriate in a given situation – and indeed whether other processes (such as peer review, technical or strategy review) may be more suitable.

In theory, the purpose of evaluation is to provide a sound assessment of the value of a project, programme or policy (Scriven, 1991). This translates into a number of sub-agendas. In the humanitarian context, evaluations are generally expected to assess the relevance and effectiveness of a given intervention or policy (among other criteria), while also addressing related questions of organisational performance. In assessing effectiveness, an evaluation is generally expected to shed light on the reasons behind success or failure. The evidence generated is thereby intended to inform future decisions about strategy, programme or policy; to contribute to

---

10 This paper distinguishes between purpose (what evaluations are supposed to do) and function (what they actually do or how they are actually used); although in practice the terms are often used interchangeably.

---
organisational learning and performance improvement; and to satisfy internal or external accountability requirements.

Some forms of enquiry and assessment used in the humanitarian sector, such as applied research and programme monitoring, are designed to provide objective and essentially value-neutral evidence about the context and the related intervention. Evaluations, while expected to be grounded in a thorough review of evidence, involve making explicit value judgements. They are also intended to generate evidence of a certain kind and to contribute to learning, for example about ‘what works’ in addressing a particular humanitarian challenge. In this way, evaluation has both an evidential and an evaluative function: its role is both to build the knowledge base and to assess – and sometimes challenge – assumptions about a project’s value or worth.

In the evaluation policies reviewed for this paper, evaluation purpose was most commonly described as objective results measurement. The United Nations Evaluation Group (UNEG) Norms and Standards define evaluation as the systematic and impartial assessment of results achieved (2016). Likewise, the Danish Refugee Council defines evaluation purpose as ‘understanding the results of our work’ (DRC, 2015: 4). While ‘results’ can mean a range of different things, this emphasis on objectivity and results measurement is broadly shared across the policies of the individual United Nations (UN) agencies and many international NGOs.¹¹

The model of evaluation as central to a process of evidence-based decision-making also comes through in the evaluation policies. The World Food Programme’s 2016–2021 policy says that evaluation aims to generate ‘relevant recommendations for optimal use in evidence-based decision-making’ (WFP, 2015). Similarly, the United Nations High Commissioner for Refugees suggests that:

An evaluation should provide credible, useful evidence-based information that enables the timely incorporation of its findings, recommendations and lessons into the decision-making processes of organizations and stakeholders. (UNHCR, 2016: 4)

### 3.2 Wider understandings of evaluation’s purpose and function

#### Beyond accountability and learning

Contemporary evaluation literature distinguishes a range of different functions, beyond accountability and learning, for evaluation within public policy-making. It identifies two types of value judgement in evaluative practice: those judgements based primarily on the measurement of results and those based on reflective dialogue between competing narratives and different stakeholders. These types are not mutually exclusive, but teasing out the differences between them helps to shed light on the various possible functions of evaluation. A review of recent literature suggests the following non-exhaustive taxonomy of evaluation functions:

**Measuring specific results.** In a New Public Management context, evaluation can take a primarily technical function.¹² Under this conception, evaluation deploys objectively verifiable methods with the aim of providing a formal accountability structure to verify claims made by public policies and programmes against criteria such as efficacy, efficiency and long-term impact.

**Understanding broadly defined change.** Evaluation is seen primarily as a means of identifying whether an activity has contributed to a broadly defined cultural change – for example, in international development, whether public sector reform programmes have contributed to good governance.¹³

**Facilitating organisational reflection.** The core function of evaluation is to ensure a space for stakeholder dialogue and reflection – potentially including the full range of people affected by the programme.¹⁴ Schwandt (2015) illustrates this type of evaluation using a hypothetical example of a social programme aimed at improving educational opportunities for pre-school-age children. A facilitative approach would consider not only progress towards stated objectives, such as the improved reading ability of the children, but also a range of other community perspectives on how well-adapted the programme was to their specific needs and priorities (ibid: 101).

¹¹ The most recent UN evaluation policies reviewed were UNICEF (2018), UNHCR (2016) and WFP (2015).
¹² Dahler-Larsen (2012) provides a useful overview of this conception of evaluation.
¹³ Betts and Wedgewood (2011) give a detailed presentation of this type of analysis.
¹⁴ See, for example, House and Howe, 1999.
Facilitating system-wide dialogue. Some of the more recent applications of systems-thinking to the evaluation field have identified three main tasks for evaluation. The first is clarifying inter-relationships and power dynamics between people, things, ideas and contexts. The second task is engaging the perspectives of all stakeholders in the project and supporting the agency of people from the margins of the intervention to stimulate transformation (Stephens et al., 2018: 19). Finally, the third is reflecting on the boundaries between the programme, the broader organisational architecture, the crisis response and the crisis context itself.

Classifying evaluation types according to function and purpose
While these four categories may be as much a description of the characteristics of good evaluation process as they are of their functions, they point to a way of classifying evaluation types across two dimensions (Figure 1):

- **Technical vs facilitative**: the degree to which evaluation is seen as the provision of value-neutral evidence versus facilitating stakeholder dialogue between competing narratives.
- **Simple vs complex**: the degree to which evaluation seeks to analyse linear relationships between programme activities and intended results, versus analysing the complex interactions between programmes, contexts, stakeholders, and hard-to-define or predict changes, often at a community or system-wide level.

By looking at evaluation functions in this way, we can develop a clearer idea of what to expect from an evaluation, beyond the simple overarching goals of learning and accountability.

**Figure 2 Mapping evaluation types across two dimensions**

While the simple vs complex distinction is relevant to our discussion of the lack of evaluation coverage relating to systemic issues, our main focus here is on the technical vs facilitative distinction. Schwandt (2015) provides a useful presentation of the different expectations arising from a purely technical or purely facilitative evaluation. Purely technical evaluations are primarily concerned with measuring performance against pre-identified and accepted performance metrics. They are based on the following beliefs and expectations:

- The primary function of evaluation is to provide objective and value-neutral evidence.
- Decision-making is best when it is ‘evidence-based’. That is, when it follows from the impartial consideration of objective and value-neutral evidence.
- The relationship between an evaluator and a decision-maker is akin to that between an expert and a practitioner: the evaluator provides objective evidence and recommendations that the decision-maker must then apply in a complex and value-laden world. (Schwandt, 2015: 98–99)

15 The clearest example of this approach is given in Williams (2016).
Impact evaluations can often be placed in this purely technical category, given their emphasis on the independent expertise of the evidence provider, value-neutral assessments of merit and worth, and an assumption that decision-making can be improved by an objective assessment of what worked and what did not. Organisational self-assessments against policies or standards would constitute a similarly ‘technical’ approach to performance assessment, given the focus on a singular understanding of what ‘good’ looks like for all programme stakeholders.

A more facilitative evaluation focuses on the evaluator as the enabler of dialogue and reflection among programme stakeholders:

Evaluation is a form of practical argumentation that unfolds in complex, often highly political environments in which normative concerns and political choices cannot be neatly separated from the analytic, scientific process involved in determining the value of a program or policy. (Schwandt, 2015: 101)

It is important to note that this facilitation is more than enabling others to learn. Rather, facilitative evaluation means instigating, mediating and guiding dialogue between different stakeholders’ potentially competing visions and narratives of a project, programme or policy – including by contrasting the views of the programme team and the evaluator themself.

In contrast to technical evaluation, facilitative evaluation is based on the following understanding:

- The primary function of evaluation is to facilitate organisational reflection based on dialogue between competing value-laden narratives.
- Decision-making is best when it is ‘evidence-informed’ (cp. ‘evidence-based’). That is, it involves consideration of objective evidence alongside a range of other factors, including ‘other elements of reasoning that differ from and can contradict scientific reasons’, such as social factors (Prewitt et al., 2012).
- The relationship between an evaluator and a decision-maker is like that between a practitioner and their external peers: the evaluator provides a judgement based on critical reflection of competing narratives, including their own experience of similar contexts, which the decision-maker takes into consideration alongside other factors.

Table 1 summarises the differences between technical and facilitative conceptions of evaluation.

<table>
<thead>
<tr>
<th>Approach to objectivity</th>
<th>Technical evaluation</th>
<th>Facilitative evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model of good decision-making</td>
<td>Evidence-based</td>
<td>Evidence-informed</td>
</tr>
<tr>
<td>Evaluator–decision-maker relationship</td>
<td>Expert–practitioner</td>
<td>Practitioner-to-practitioner</td>
</tr>
</tbody>
</table>

The distinction between technical and facilitative is not absolute: as illustrated in Figure 2, it is a spectrum, and evaluations may sit anywhere between the two extremes. Where an evaluation sits on this spectrum can, however, have wide-ranging implications. Expectations of both evaluation users and participants to the evaluation process can differ significantly, depending on the extent to which an evaluation is technical or facilitative, as can the means of conducting the evaluation itself (e.g. in terms of staffing, evaluator skill-sets, and the relationship between evaluators, commissioning units and decision-makers).

---

16 As described in, for example, Engel et al. (2003).
17 For this reason, Schwandt (2015) calls this an essentially ‘argumentative’ function. It is related to what is known as discourse analysis: ‘Discourse analysis involves the recognition of the fact that “there is a plurality of values and arguments available for thinking about any specific policy issue. Analysis, therefore, has to be part of a process in which these several points of view are taken into account...”’ (White, 1994, in Gasper and Apthorpe, 1996)
18 Recent experience of public policy-making in response to the COVID-19 pandemic highlights the importance of this distinction.
Too much focus on the technical?

Much of the discussion around evaluation in public policy-making is primarily technical in nature. Evaluation is often described in value-neutral terms. The United Nations Evaluation Group defines evaluation as the systematic and impartial assessment of an activity, contributing to evidence-based decision-making (UNEG, 2016) – a definition that is echoed by the evaluation policies of individual UN agencies.

But evaluation theorists have questioned this conception. Schwandt (2015), Dahler-Larsen (2012) and Power (1997) have all argued the New Public Management school of public-sector reform has taught us to think of evaluation ‘less like a critical voice weighing in on the value (or lack thereof) of public programs and policies and more like a technology that operates with well-defined procedures and indicators’ (Schwandt, 2015: 96). If we think of humanitarian evaluation only as a technical endeavour, then we miss opportunities for humanitarian decision-makers and programme teams to reflect and think critically. In doing so, we risk creating a dangerous division of labour between ‘expert’ and ‘practitioner’ – and thereby effectively ‘subcontracting’ thought.

This is surely the opposite of the intended outcome. We should avoid thinking of ‘accountability’ as requiring a purely technical approach, just as we should not assume ‘learning’ requires a purely facilitative (non-technical) approach. To fully achieve these twin goals, we may need to take a mixed approach, though the balance will differ in each case.

### 3.3 Implications for humanitarian evaluation policy

None of the agency evaluation policies reviewed for this paper explicitly considered the distinction between technical and facilitative evaluation, or between simple and complex cause–effect relationships. They do, however, imply a broadly technical conception of evaluation function, while emphasising simple linear relationships between activities and results. There are clear echoes here of Schwandt’s description of the ‘technical’ evaluator as the provider of impartial, value-neutral evidence, unlike the practitioner engaged in a values-based discussion of a programme or policy’s merits.

Most would agree that the evidential functions described in section 2 are essential aspects of evaluation, and a concern with generating evidence certainly does not exclude a more facilitative conception of evaluation. But there is a marked absence of any discussion of this. None of the evaluation policies reviewed articulate a role for evaluation in validating or challenging the fundamental value of the programmes and policies, or the prevailing organisational assumptions about a given intervention. And only rarely do they explicitly consider the potential tensions between the perspectives of crisis-affected populations, programme teams, donors and partners. As a result, it is difficult to read the evaluation policies in their current form without concluding that humanitarian evaluations are set up primarily to assess project results, with little consideration of basic questions about value and how perceptions of value might differ between stakeholders.

This is reflected in our review of the evaluations themselves. Of the 120 evaluations selected for the SOHS 2018 evaluation synthesis, the majority provided evidence on overall achievement against objectives, very often focused on output-level achievements – for example whether planned activities were delivered, or the planned number of beneficiaries reached. Most evaluations provided limited discussion of perspectives from affected people and none explicitly sought to consider or incorporate competing narratives about programme performance. In line with the technical orientation of the evaluation policies, it seems the evaluations themselves prioritise reporting against intended ‘results’ (often interpreted as outputs) rather than fostering dialogue about the value of a given intervention or policy.

---

19 This should be contrasted with broader policies on development evaluation. The UK Department for International Development (DFID) for example explicitly ‘recognises that development is complex and non-linear and thus evaluation must be designed to reflect this in terms of its ambition, design and application’ (DFID, 2013). This of course reflects the department’s conception of development rather than humanitarian response, but as we argue in section 3.4, the links between humanitarian action and results are too often wrongly assumed to be linear in nature.

20 The evaluation of relevance and appropriateness, which might be expected to shed light on these questions, rarely appears to do so in practice – perhaps because of the narrow parameters within which these criteria are often evaluated. Since our study is limited to humanitarian evaluations, we draw no conclusions here as to whether an explicit validation function is similarly lacking in development evaluations.

21 There is an important set of related issues here about the (perceived) need to be seen to succeed, or not to fail, especially in published evaluation reports; and potential tensions between accountability and learning functions in this regard. Further discussion of this is beyond the scope of this paper.
External evaluation in particular offers the chance to validate and challenge prevailing internal narratives and to facilitate dialogue between different stakeholders and perspectives. But it is hard to see how this can be achieved if the focus is solely on measuring results, particularly when those results are often defined either self-referentially (in terms of an agency’s outputs) or in terms of outcomes to which there is no clear connection with the intervention concerned. This may partially explain the lack of perceived utility of evaluations – and hence of utilisation.

3.4 On evaluating effectiveness

As noted in section 2, the review of evaluations conducted for the SOHS 2018 report highlighted inconsistencies in how ‘effectiveness’ is understood and evaluated. At first, the concept appears simple: effectiveness is a measure of the extent to which the objectives of a given intervention have been achieved in practice. But problems arise partly in the very different ways in which objectives are formulated; in uncertainty as to what constitutes an appropriate measure of achievement and causal attribution; and in the challenge of actually measuring the effects of interventions in potentially complex and fluid operating environments.

Compared to the wider literature on development and public policy evaluation, much less attention has been given to this subject in the humanitarian sector – despite the very different nature of the goals and processes involved. While the subject of effectiveness has received considerable policy attention recently in the humanitarian sector (particularly since the World Humanitarian Summit in 2016), the concept itself and in particular the evaluation of effectiveness has not had the same level of focus.

**The logic of humanitarian action**

The figure shows three potential outcomes of the crisis (starting conditions), two of which (feared and intended outcomes) are hypothetical (shown by the dotted lines) and result from ‘No intervention’ and ‘Intervention’, respectively. According to this model, ‘effectiveness’ can be understood in terms of the relationship between a given intervention and the feared, intended and actual outcomes. Broadly speaking, the aim of humanitarian action is that actual outcomes should be as far as possible from the feared (adverse) outcomes and as close as possible to the intended (more positive) outcomes. An intervention is effective, in the broadest sense, to the extent that it helps to achieve this.

Source: author’s own.

---

22 In the development sector, much of this attention has been prompted by the growing emphasis on demonstrating results (often linked to the Millennium Development Goals and the Sustainable Development agendas) and more generally on aid effectiveness and the evaluation of aid programmes against commitments in the 2005 Paris Declaration on Aid Effectiveness.

23 See for example OCHA (2016), and the Save the Children Humanitarian Effectiveness Project.
The logic of humanitarian action

Unpacking this question of evaluating effectiveness requires some consideration of the basic logic of humanitarian action. ‘Humanitarian crisis’ can be understood in terms of a set of conditions that are likely, without intervention, to result in catastrophic or highly adverse outcomes for large numbers of people. Although overly reductive, the ‘core’ humanitarian agenda is typically framed in terms of saving lives, preventing excess mortality and morbidity, preventing destitution and, increasingly, protecting civilians, displaced people and vulnerable groups. The main feared outcomes relate to threats to life, health, livelihoods and security, and may have already materialised for some; humanitarian action is designed to prevent the escalation or continuance of these feared outcomes, and to mitigate or reverse their effects (Box 1).

On this basis, the logic of humanitarian intervention, typically described in terms of meeting needs, may be better expressed in terms of risk and outcomes: of averting (or making less likely) certain feared outcomes and ensuring (or making more likely) more favourable outcomes. But a given humanitarian intervention is only one of many factors (and may be one of many interventions) that contribute to the outcomes in question, and the causal chain is rarely as simple or as linear as suggested by the figure in Box 1. Aid interventions often combine in complex ways with other contextual factors to affect behaviours and outcomes. This is particularly the case in complex political crises, where the key determinants of humanitarian outcomes may be political, military or socioeconomic factors over which the humanitarian system has limited influence. Evaluating the space for humanitarian action – and what use is made of that space – becomes key in such situations.

Working with real-world complexity

Consideration of real-world outcomes – at least proximate outcomes – is surely essential to any meaningful conception of humanitarian effectiveness. But effectiveness cannot simply be defined as the difference between the starting conditions and the actual outcomes after intervention. Situations evolve (negatively or positively) without such interventions and there are multiple potential factors involved, including affected communities’ own coping strategies and behaviours. Rather, an intervention’s effectiveness might be measured in terms of (its contribution to) the difference between the feared and the actual outcome, or in terms of the gap between the actual and intended outcomes.

Given this complexity, evaluating effectiveness is often difficult. And yet it lies at the heart of humanitarian evaluation. Sometimes the effectiveness of an intervention may be stated in terms of a reduction in known risk factors for certain outcomes – for example a reduction of insanitary conditions as a known risk factor for acute diarrhoeal disease. Proxy indicators of this kind are also likely to be used in the assessment of needs and vulnerabilities, pending more precise outcome data. The use of proxy indicators is often justified in chaotic and fast-moving humanitarian contexts, particularly where access is restricted. Yet they remain proxies – things that can be measured and which are assumed to be necessary factors in the achievement of a positive outcome, or adequate signifiers of the achievement of that outcome. Given the multiplicity of factors involved, this logic needs to be tested to the extent possible against actual outcomes, by measuring relevant outcome indicators through monitoring, surveys, community consultation, etc.25 ‘Effectiveness’ is otherwise likely to remain subjective, a matter of opinion rather than something demonstrable with a reasonable degree of certainty.

---

24 See Knox Clarke and Darcy (2014) on the underlying propositional logic involved. The related propositions in this case take the form ‘If we do not intervene, the outcome will be X’ (feared) and ‘If we do intervene, the outcome will be Y’ (intended). Much of the humanitarian evidence-gathering agenda is concerned with testing variants of these two kinds of proposition.

25 This concern with testing the logic of interventions against real-world indicators cannot be confined to evaluation. It needs to happen in real time, to allow for adjustments to the intervention where the intended outcome is not being realised for whatever reason. This in turn depends on effective monitoring. On this subject, see further recent ALNAP papers from Dillon (2019); Dillon & Sundberg (2019); Sundberg (2019).
The challenges to evaluating effectiveness are considerable, and we should not burden evaluations with unrealistic expectations in this regard. The precise effect of a given humanitarian intervention (except perhaps for interventions like immunisation or basic commodity transfers) will often be indeterminable, as both points of reference – both feared and intended outcomes – are hypothetical and actual outcomes may be hard to measure. Evaluators will usually aim to produce an assessment of effectiveness that is robust (i.e. as certain as it can be) but less than precise. What is possible and appropriate in this regard, given the context, has to be decided for each evaluation.

It is important to distinguish here between proximate or short-term effects and ultimate effects. Evaluating an intervention’s ultimate effects (equivalent to ‘impact’ in standard evaluation terminology) is not generally part of the evaluation terms of reference for humanitarian evaluations. Yet the ambition for humanitarian intervention is often greater than meeting basic needs or averting critical risks, particularly in protracted crises lasting many years. In particular, an increasing ambition of multi-year programmes is that the crisis-affected population be made more resilient to future risks of this kind. Evaluating the effectiveness of resilience interventions is potentially an even more hypothetical exercise than that suggested by the figure in Box 1. As a minimum, it depends on the existence of a framework of sub-objectives and indicators to allow progress towards the ultimate goal to be assessed. While resilience in general may be hard to define, resilient water systems and even resilient livelihoods might be considered in quite tangible terms.

Reframing the effectiveness question

Effectiveness must have as its ultimate reference point something that is external to the intervention in question – that is, a measurable effect in the real world, relating to a change in people’s situation. That said, a robust argument based on the (evaluated) logic of the intervention coupled with the analysis of relevant proxy indicators is still far preferable to what is often presented in evaluations. Too often, the effectiveness question is answered in essentially self-referential terms, based on the delivery of outputs, perhaps the application of quality standards, and assumptions about resultant effects based on a programme’s own logic. And while ‘effectiveness’ may be understood in terms of achieving stated objectives, unless those objectives are themselves clearly defined in terms of external change (i.e. the intended outcomes of intervention), the evaluation of effectiveness is in danger of becoming a circular exercise.

Evaluations can go some way to answering questions about effectiveness more fully with reference to external change, but there are practical limitations to the evaluation process and the available (secondary) data on which it relies. With regard to effectiveness, the function of evaluation may therefore lie in playing a facilitative role as much as a technical one, asking the organisation concerned, ‘How do you know whether the programme has been effective?’ and prompting a discussion about programme monitoring and responsive practice.

4. Future directions

Bridging the gap between expectations and reality, and improving the utility (and use) of evaluations, will require continued effort on the part of evaluation offices and continued commitment from donors.

Evolving current practice in three specific ways could help significantly:

- Promote a fuller understanding of the functions of evaluation, beyond simply ‘learning’ and ‘accountability’, with greater emphasis on the facilitative and validation functions
- Strengthen the links (theoretical and practical) between the monitoring and evaluation functions in organisations and promoting a more externally-grounded idea of ‘effectiveness’
- Collaboration to strengthen inter-comparability of evaluation results and the coverage of system-wide and ‘whole-of-context’ issues.

26 Evaluating the validity of ex-post counter-factual arguments (‘if we had not done this, the result would have been X’) is notoriously difficult in the absence of adequate comparators. But we should be alert to the possibility that an adverse outcome that it is claimed has been averted was unlikely to have occurred in reality; or that a positive outcome would have occurred even without a given intervention. We should also be alert to (positive or negative) unintended as well as intended effects of intervention even where wider impact is not part of the evaluation scope. This implies a willingness to evaluate ‘effect’ rather than just effectiveness.
MISSING THE POINT?

Achieving this requires both the evolution of policy and practice within individual agencies — perhaps even a culture shift — and stronger inter-agency collaboration on this agenda. Above all, it depends on creating an enabling culture within organisations (see below) and related dialogue between evaluation offices, monitoring and evaluation staff, and those responsible for humanitarian programming.

Here we briefly explore each of these three agendas in turn.

4.1 Promoting a fuller understanding the function of evaluation

The discussion in section 3 about evaluation function provokes several questions. Have we given enough thought to the variety of functions that evaluation can play within the humanitarian sector? Do evaluation producers and users alike give due consideration to the relative priority of facilitating dialogue versus measuring specific results; of investigating simple linear change processes versus probing broader systemic change? Can and should organisations do more to encourage a greater variety of evaluation types within their portfolios?

This paper shows that humanitarian evaluations have the potential to play a role that is not adequately captured by the dominant accountability and learning paradigm. As well as providing evidence for decision-makers, independent (external) evaluations can — and often do — provide an essential validation function, for which there is no adequate internal substitute.

Essentially this function consists of testing and, where necessary, challenging the validity of the prevailing internal narrative — the stories we tell to and about ourselves — about a given intervention and the assumptions on which it is based. These shared narratives are often reflected in internal and external reports, and play an important role in uniting teams behind a common effort, helping create a sense of self-belief and worth. The importance of developing and having these shared narratives should not be underestimated; but the narratives themselves may be false or incomplete, distorted by the incentive to succeed and be seen to succeed. Evaluation has an important role to play in validating the claims and assumptions involved, not least from an accountability perspective.

A key part of the external evaluator’s function is therefore to help organisations realise that alternative narratives may exist that may better reflect the reality of a situation and the role that the organisation has played or could play. This involves encouraging greater consideration of the reflective purpose of evaluation and means thinking of the evaluator as a peer practitioner rather than as a scientific or evaluation ‘expert’. It means recognising that fostering critical thinking within programme teams is a legitimate (and arguably essential) evaluation product, above and beyond the final evaluation report. And it means valuing the exploration of competing perspectives and narratives on programme and project performance.

One implication of this view is that the key attribute of the external evaluator — rather than strict objectivity (all evaluators have their biases) — is their independence from the organisational policy and decision-making processes and their perspective as outsiders, free from the constraints of adhering to internal narratives. Impartiality, in the sense of being unattached to any particular narrative, is what is essential here.

Impartiality versus objectivity

While a dispassionate and unprejudiced review of evidence should be the cornerstone of any evaluation, subjectivity cannot be factored out of evaluations — just as it cannot from organisational decision making. Evaluators themselves will form judgements that are (implicitly) influenced by personal experience, individual preferences and perhaps cognitive biases. This is something that balanced evaluation teams, and the requirement for explicitly reasoned findings linked to evidence, are designed to counteract. The evidence itself may be largely qualitative and based to a significant

27 This is not a new observation. See for example the 1999 OECD Guidance for Evaluating Humanitarian Assistance in Complex Emergencies, in its discussion of policy evaluation in the humanitarian context. ‘Policy evaluations seek out the inherent tensions or contradictions in policy objectives, through tools such as discourse analysis and logic-of-argument analysis… [They involve] a process of ‘validating’ through argument, rather than ‘verifying’ through some ‘scientific’ process…’ The subsequent push towards results measurement appears to have obscured this aspect of evaluation.
degree on triangulated or aggregated personal opinions (e.g. ‘a majority of respondents felt that …’).
The requirement for objectivity in evaluations – as distinct from impartiality and analytical rigour – therefore needs to be qualified. An approach that stresses the facilitative role of evaluators also needs to recognise and take due account of this element of subjectivity.

The validation function described is a challenging one in more than one sense, and it often involves implicit (and sometimes explicit) criticism of individuals’ judgements and decision-making. To be directly useful, evaluation that validates should be done at a time when course correction is still possible. For it to be successful, the organisation needs to be open and willing to question narratives around which whole teams – or indeed a whole organisation – may have come together. It needs managers who believe in a learning culture and who positively encourage (even demand) such self-reflection of their teams and of themselves. Ultimately, it is the culture of reflective and responsive practice, not the generation of evidence for its own sake, that is most likely to lead to appropriate, effective and adaptive humanitarian interventions.

4.2 Strengthening the links between monitoring and evaluation

One of the recurrent themes from the interviews conducted for this paper was the continuing disconnect in practice between the monitoring and evaluation functions. This is despite the clear connections between them in terms of intended purpose – learning, accountability, informed decision-making – and despite the fact that responsibility for both is often located in the same organisational teams. Addressing this disconnect, we suggest, is essential to addressing some of the evidential weaknesses highlighted in this paper.

Evaluation and programme monitoring need to be seen as two parts of the same agenda, albeit with their own distinct functions within the programme cycle. Linking these two functions more explicitly, both in terms of concept and process, would emphasise the importance of using external measures of performance and could provide a stronger and more consistent evidence base for decision-makers throughout the programme cycle. One way in which monitoring and evaluation might be more strongly linked is by considering a more basic set of questions that can be used for both in-programme monitoring and for retrospective evaluations. The DAC evaluation criteria, as modified for use in humanitarian settings (Beck, 2006), provide an essential touchstone for evaluators. Yet from a programme perspective they can seem abstract, and using them to structure evaluations can lead to disconnected analyses. We propose a simple complementary framework comprised of four basic evaluative questions, asked from the perspective of the programming agency:

1. ‘Have we done the right things?’
2. ‘How well have we done them?’
3. ‘Have they worked?’
4. And for each of these questions: ‘How do we know?’

These basic questions give rise to several sub-questions that are both evaluable in principle and directly related to programme design, implementation and oversight. While compatible with the DAC criteria, these questions introduce the idea of programme quality, distinguish outcomes clearly from outputs, and emphasise informed programming.

One important advantage of this approach is that the same basic framework but with the questions shifted into the present tense – e.g. ‘Are we doing the right things?’ – provides a real-time template for managers concerned with the success of the intervention in question. In other words, these same questions provide a conceptual bridge between the basic concerns of situational and programme monitoring, on the one hand, and of evaluation on the other. Seeing these processes as part of a diagnostic continuum helps to emphasise the essential links between them. In practice, day-to-day management and operational concerns mean that the questions facing managers and staff on a daily basis are likely to be more immediate and practical. But unless organisations and inter-agency groups find ways to ask and answer these basic questions as the intervention proceeds, they are unlikely to be able to adapt programming as the situation demands.

---

28 On the necessary elements of an organisational ‘enabling culture’ for evaluations, see Hallam and Bonino (2013)
29 On this topic, and the related subject of outcome monitoring, see Dillon (2019); Dillon & Sundberg (2019)
From an evaluation perspective, unless at least proximate outcome data is being collected during the course of the programme, there will be limited information on which to base conclusions about core evaluation questions, particularly effectiveness. Yet these questions – of relevance, quality and effectiveness – need ultimately to be referred back to the organisation concerned. How does it assure its performance in these areas? How is effectiveness monitored? Is there an adequate quality assurance mechanism in place? How is effectiveness monitored? If an organisation has no real way of answering the question ‘Is it working?’ with reference to external criteria – even if those are proxy indicators – then something is amiss in its monitoring process.

4.3 Improving evaluation comparability and coverage of system-wide performance

Earlier in this paper we noted the apparent importance of organisational factors – the type of commissioning agency and the choice of evaluator – in determining the evidential quality of an evaluation (section 2). This suggests that organisational approaches matter. Different agencies have varying levels of quality assurance, different capacities to conduct and manage evaluations, and different budgets with which to do so. Sharing good practice between agencies might go some way to reducing quality variance; for example, by replicating the UNEG Norms and Standards (2016) – which inform evaluation policies across the UN agencies – beyond the UN system.31

Beyond the question of evaluation quality, there are two particular issues that need to be highlighted here, arising in part from analysis of the SOHS evaluation synthesis results. The first is the lack of inter-comparable data and evidence available from evaluations conducted by different agencies in relation to the same context or theme. This issue was noted in, for example, the case of the Syria Coordinated Accountability and Lessons Learning initiative, an attempt to harmonise evaluation approaches in relation to the Syria crisis response that was frustrated in practice. Retrospective efforts to synthesise the results of individual agency evaluations have proved challenging because of the very different ways in which such evaluations have been framed and conducted, making results hard to compare (Darcy, 2016).

The lack of inter-comparable data and evidence from individual evaluations suggests the need for renewed efforts to harmonise evaluation approaches and related use of evaluation synthesis. But it also points to the second issue of concern here: the relative lack of evaluation coverage of system-wide agendas such as the humanitarian–development nexus. As discussed in section 2.2., this is one of the biggest gaps in coverage from recent evaluations, particularly those that have a single-agency or single-project focus. In compiling evidence for the SOHS 2018 report, it became apparent that there is relatively little evidence about the functioning of the humanitarian system as a system. Here, single-agency or single-project evaluations offer too narrow a focus.

This issue is surmountable. But doing so will require commissioning agencies to clearly and jointly signal their intent to increase and improve coverage of system-wide performance. Tools such as strategic or thematic evaluation, together with evaluation synthesis, can contribute to the solution. Improved mapping of evaluation evidence can provide a clearer overview of where the system as a whole is strong, and where it is less so.32 And synthesis tools that make the best of the available information can reduce the need for duplicative studies and direct evaluation resources accordingly.

Likewise, the humanitarian sector must recognise the value of existing inter-agency, peer review and joint evaluation efforts and endeavour to learn from and replicate good practice. The Inter-agency Humanitarian Evaluation model provides at least some basis for collective accountability and learning, although it has been too sporadically applied. The operational peer review and Peer-2-Peer mechanisms, for all their merits, are not a substitute: they focus mainly on inter-agency process and coordination issues based on ‘internal’ system criteria.

30 It should be stressed here that questions of quality and effectiveness are intrinsically linked. An intervention that is poorly conducted is unlikely to be truly effective, and indeed may have unintended negative effects.
31 There is a risk of a ‘formulaic’ approach here, for example that quality assurance is reduced to a list of tightly defined process criteria. We should foster rigour in the use of evidence and analysis, but not over-prescribe the evaluation process.
5. Conclusion

The review of evaluations conducted for the SOHS 2018 report highlighted a range of different issues in the humanitarian evaluation system, including variable quality, limited scope, inconsistent approaches to assessing effectiveness and poorly developed links between evaluation and monitoring systems. More generally, there appears to be a persistent gap between expectations and reality when it comes to the contribution of evaluation to the humanitarian system. All of this has an impact on evaluation usefulness and use, over which there are enduring concerns that demand serious attention.

The ALNAP Secretariat has worked to tackle some of these issues. In 2019, three publications in the Monitoring of Humanitarian Action series touched upon the quality and conduct of monitoring systems, including measurement of outcomes and linkages between monitoring and evaluation systems in the sector (Dillon, 2019; Dillon and Sundberg, 2019). ALNAP has developed a mapping tool for its HELP Library database of evaluations to map the geographic and thematic focus of humanitarian evaluations and to help identify gaps in humanitarian evaluation.33

The growing pressure on aid agencies to demonstrate results, although understandable in accountability terms, has led to a situation in which the success of a humanitarian intervention is often measured and reported predominantly in terms of ‘numbers reached’ (or similar quantitative indicators). The availability of reliable quantitative data is essential to effective management; but in practice, the figures involved tend to be based on outputs rather than outcomes, are often arbitrary and incomplete, and tend to lack reference to the wider context (e.g. scale of need).

As a basis for accountability, such figures are therefore often of limited value. Moreover, they tell only part of the effectiveness story. They imply rather than demonstrate a causal link to the achievement of intended outcomes; and they fail to reflect the quality of the intervention, or the lived experience of the intended beneficiaries. To establish the extent to which a project or programme was effective, an evaluator has to dig beneath the reported figures to evaluate the basis for claims of positive effect using other points of reference. In practice, however, there are often strict limits to what evaluation in itself can be expected to achieve in this respect.

However, we will only make humanitarian evaluations more useful and used if these discrete efforts are accompanied by greater reflection on the purpose and function of evaluation in the humanitarian system. At present, evaluations often appear to be conducted just because they are required as a matter of policy or contract, rather than with a clear purpose in mind. Evaluation policies, individual terms of reference, contracting and quality assurance processes all tend to be based on an understanding of evaluation as providing accountability and learning, yet those terms are often undefined.

In particular, the validation function played by independent evaluation is often under-recognised. Properly understood, it can help organisations reflect critically on prevailing internal narratives and posit alternative accounts of an organisation’s role and effect on the external environment. Validation demands more of a facilitative (rather than a technical) approach to evaluation — although technical (and quantitative) evaluations remain an essential means of generating evidence on the effectiveness of specific interventions and approaches.

It follows that the evaluator’s role may often be better understood as one of facilitating organisational reflection and dialogue rather than one of measuring results. One implication of this view is that rather than the external evaluator’s key attribute being strict objectivity, it is their independence from the organisational processes and their perspective as outsiders, free from the constraints of adhering to internal narratives.

Finally, when looking across the breadth of humanitarian evaluations currently available, there is a clear lack of evidence on system-wide performance. This gap is particularly keenly felt when it comes to coverage of affected populations, the humanitarian–development–security nexus and inter-agency coordination. Commissioning agencies should make a clear joint signal of intent to make progress in this area: a greater focus on evaluation synthesis, system-wide evaluation mapping, inter-agency, peer review and joint evaluation would all help increase coverage. And doing so would allow the evaluation community to contribute its part to collective accountability, learning and joint reflection across the humanitarian system.
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