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**Introduction**

High-quality, reliable evidence is central to humanitarian action. Evidence should inform programme choice and design, policy decisions, and the strategic direction of humanitarian responses and humanitarian organisations.

The 28th ALNAP Annual Meeting in 2013 discussed the issues of generating and using evidence and knowledge in the humanitarian sector. The meeting delved into questions such as: what do we mean by ‘evidence’? ‘Whose’ evidence counts as valid and credible?

Evidence quality was a key issue tackled at the meeting. What do we mean by ‘good quality evidence’? What makes evidence from across the humanitarian programme cycle credible and of sufficient quality so that different groups of intended users can trust it to inform decision-making and contribute to learning and programme improvement? What are the ‘qualities’ that are most important?

This paper builds on many of the concepts and ideas discussed in the ALNAP Study on the quality and use of evidence in humanitarian action (Knox-Clarke and Darcy, 2014), specifically focusing on evidence generated through evaluations. We draw on four Evaluation of Humanitarian Action (EHA) method notes that explore the evidential challenges confronting those who commission and carry out evaluation. Each method note addresses a different challenge:

1. Improving accuracy in humanitarian evaluations (including dealing with bias) [EHA method note 1]
2. Gathering representative data for evaluation purposes [EHA method note 2]
3. Ensuring quality of evidence generated through participatory evaluation processes in humanitarian contexts [EHA method note 3]
4. Addressing causation in humanitarian evaluation [EHA method note 4]

We assume readers will have some basic knowledge and exposure to evaluation concepts and vocabulary as presented, for instance, in the ALNAP Evaluation of Humanitarian Action Guide (ALNAP, 2016).

This paper is intended to be used by evaluators and evaluation managers, as well as by users of evaluations who need to judge and work to improve the quality of evaluation evidence. In particular, it will be used by those planning evaluations, as well as determining if and how to apply evaluation findings and recommendations in humanitarian programmes.
1. The ALNAP criteria on quality of evidence

In ALNAP’s research, ‘evidence’ is defined as information that supports or challenges a given proposition. In the ALNAP Study *Insufficient Evidence? The quality and use of evidence in humanitarian action* (Knox-Clarke and Darcy, 2014), it is suggested that evidence in humanitarian action is important for three fundamental reasons:

- First, to ensure the quality of the response – for instance, gathering and using timely and credible evidence on the nature of needs and responses in crisis affected populations can enable responses to ensure effective coverage, meet priority needs and engage with existing capacities. In the longer term, evidence can inform learning for future programming.
- Secondly, evidence of humanitarian performance and results can feed into efforts to strengthen accountability to donors and partners – as well as to the affected populations.
- Finally, the process of gathering, interpreting and debating evidence of humanitarian performance and results can help humanitarian practitioners within their own agencies, partnerships and programmes, as well as within the so-called humanitarian system, to learn about and better understand their work.

Table 1: The difference between data, information and evidence

<table>
<thead>
<tr>
<th>Data</th>
<th>Raw, unorganised facts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information</td>
<td>Data that has been processed to show patterns and give meaning</td>
</tr>
<tr>
<td>Evidence</td>
<td>Information that relates to a specific proposition, and which can be used to support or challenge that proposition</td>
</tr>
</tbody>
</table>

Below is the overview and brief description of the criteria for good quality evidence proposed in *Insufficient Evidence?* (Knox-Clarke and Darcy, 2014). These criteria are generic, and are intended to apply to evidence collected using a range of methods.
Table 2: The six ALNAP criteria on the quality of evidence

<table>
<thead>
<tr>
<th>Section</th>
<th>Criteria</th>
<th>Page</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Accuracy</td>
<td>10</td>
<td>Whether the evidence is a good reflection of the real situation, and is a 'true' record of the thing being measured.</td>
</tr>
<tr>
<td>4</td>
<td>Representativeness</td>
<td>14</td>
<td>The degree to which the evidence accurately represents the condition of the whole population, the larger group of interest, the main stakeholders in the intervention, or the diversity that exists in the population.</td>
</tr>
<tr>
<td>5</td>
<td>Relevance</td>
<td>17</td>
<td>The degree to which a piece of information relates to the proposition that it is intended to prove or disprove.</td>
</tr>
<tr>
<td>6</td>
<td>Generalisability</td>
<td>20</td>
<td>The degree to which evidence from a specific situation can be generalised beyond a specific response to other situations (particularly important where evidence from one situation is used to create policies applicable to other situations).</td>
</tr>
<tr>
<td>7</td>
<td>Attribution</td>
<td>22</td>
<td>The extent to which the analysis demonstrates a clear causal linkage between two conditions or events.</td>
</tr>
<tr>
<td>8</td>
<td>Clarity around contexts and methods</td>
<td>27</td>
<td>The degree to which it is clear why, how, and for whom evidence has been collected.</td>
</tr>
</tbody>
</table>

As indicated by the sixth criteria, quality must be underpinned by commitments to transparency. Moreover, information can only be accepted as evidence if the methods used to gather and analyse it, and any limitations in the collection of evidence, are made explicit. Quality assurance (discussed in Section 2) is essential to ensure that evaluation is characterised by transparent and critically reflective processes.

All aspects of humanitarian action, whether it is early-warning, assessment, programme choice, implementation, monitoring, or evaluation, needs to be based on robust evidence rather than merely reflecting the prevailing narratives, biases or preconceptions. Indeed, evidence is essential in stimulating the critical reflection required to challenge the established narratives, biases and preconceptions that often steer humanitarian practice today.

To this end, based on consultation and validation with ALNAP Network Members and desk-based research on evidence literature, Knox-Clarke and Darcy (2014: 67-69) suggest five principles to guide humanitarian practitioners’ efforts in improving the quality of evidence generated at the different stages of the programme cycle. These five principles are:

1. **Using more robust methodologies for analysis and collection**: using tried and tested approaches from the social sciences for qualitative work, and continuing to explore the possibilities for quantitative and mixed methods approaches.

2. **Proportionate investment**: ensuring that investments in evidence match the importance of the questions addressed.

3. **Increased collaboration**: working together to identify key questions; decreasing unnecessary duplication and sharing and challenging results.
4. **Thinking of the longer term**: collecting consistent data and tracing trajectories sets over time.

5. **Including the knowledge of people affected by crises**: particularly by answering the questions that they need answered.

There are different entry points to putting these principles in practice. These include:

- **Exploring partnership with research institutions** to improve methodologies and evaluation designs; be transparent and explicit about the practical implications of decisions for mobilising researcher engagement in various considerations over quality.
- **Collaborating** to identify gaps, share results and critique findings; **reach out** across different evaluation communities to overcome disciplinary **silos**.
- **Building evidence over time** – evaluations should not be standalone events but should **draw on rigorous and appropriate baseline and monitoring data**, and contribute to **broader tracking of results** beyond individual projects.
- **Addressing systematic exclusion of the voices of crisis affected people** both as a basis for ensuring their **rights to participate** in judging humanitarian programming and to **overcome tendencies to accept the often unquestioned agency narratives** that drive programming.

**Evidence and methods – quantitative and qualitative**

There is no simple methodological solution that can guarantee the quality of evidence. Indeed, quality will be closely linked to the appropriateness of a method used in the evaluation. Any method can be used in a more or less rigorous manner, and the level of rigour will be related to available resources (time, human resources, etc.) linked to the scope and ambitions of the evaluation. In many cases, quality is strongly associated with having enough lead time to access and read documents, arrange interviews and have a dialogue with stakeholders – not least in order to better understand the ‘qualities’ of evidence that they find useful and credible.

Much of the debate around the quality of evidence concerns the relative merits of quantitative and qualitative methods, and the opportunities to combine different methods in a single evaluation. Goertz and Mahoney (2012: 2006) point out that qualitative and quantitative approaches are based around two different cultures, which although internally coherent, are marked by different values, beliefs, and norms. Misunderstanding between quantitative and qualitative researchers ‘is enhanced by the fact that the labels quantitative and qualitative do a poor job capturing the real differences between the traditions. Quantitative analysis inherently involves the use of numbers, but all statistical analyses also rely heavily on words for interpretation. Qualitative studies quite frequently employ numerical data; many qualitative techniques in fact require quantitative information’ (ibid.). They suggest that ‘statistics versus logic, effect estimation versus outcome explanation, or population-oriented versus case-oriented approaches’ would be a better way of distinguishing the two approaches (ibid.).

The size of the sample, referred to as ‘large-N’ and ‘small-N’, is central to the debate around the two approaches (Mahoney and Goertz, 2006). Only large-N methods can answer questions about what percentage of an overall population received particular benefit or saw a particular outcome. While only small-N methods can offer good explanations of why this happened. It could be argued that large-N methods with factor analysis can offer explanations, but only for those explanatory factors which are explicitly included in the study. **Section 7** looks further at the different ways that evidence can be used to support or rule out assumptions about causality.
2. Ensuring evidence quality as part of quality assurance

Offices commissioning evaluations, firms undertaking evaluations and others engaged in the evaluative process have a responsibility to exert due diligence over evaluative work and support evaluation teams to collect good quality evidence. This requires careful management of levers at different points in an evaluation process. A range of entry points exist for those responsible for quality assurance to influence the quality of evidence generated from evaluation work.

**Tips for evaluation departments and commissioners:**

1. Demand that evaluation teams provide detailed methodologies as a solid basis for discussions on efforts to ensure the quality of the evidence. Open and fruitful discussions around methodologies during inception phases can enable the same constructive dialogue about the quality of evidence throughout the evaluation process.

2. Promote evaluation policies that encourage dialogue between evaluators and the intended users to better understand what constitutes credible and useful evidence.

3. Set a modest and realistic number of relevant evaluation questions, reflecting the time and resources available. Almost inevitably, the quality of evidence will be in reverse proportion to the number and complexity of the evaluation questions. Where many stakeholders are involved, the number of evaluation questions can mushroom, leading to a ‘thinning’ of the evidence base for each question. Evaluation commissioners may need to play a gatekeeper role vis-à-vis their colleagues to maintain realistic expectations.

**Tips for firms undertaking evaluations, commissioners (where relevant) and team leaders:**

1. Set the evaluation team selection criteria to encourage capacity for gathering and analysing robust evidence, and to develop the links needed to influence programme teams and policy-makers.

2. Allow time for planning, inception phases and a thorough review of the evaluations' inception reports. This should also provide space to reflect on how the team can best conduct a robust and credible evaluation. The inception process should factor in the strength of evidence needed, and the political context in which the evaluation will be used, as well as the need for dialogue with programme teams and policy-makers.

3. Insist that evaluation teams are ‘not shy’ (especially during inception phases) in being clear about constraints and limitations to achieving often ambitious evaluation objectives, while maintaining a high standard for the quality of evidence.

4. Allow time for debriefing/verification meetings in the field to check facts and identify major gaps or misconceptions.
5. Provide resources and time for independent quality assurance functions, including a thorough review of the inception and evaluation reports. The inception report should emphasise analysis of methods, sampling procedures and selected indicators and data sources. The evaluation report should focus specifically on the quality of the evidence and analysis offered. In particular, this involves checking the evidence base sufficiently supports the conclusions and recommendations presented in the report.

6. Plan for dissemination events to support the take up and use of the evaluation.

These actions can be seen as necessary ingredients to improve the ‘supply’ of higher quality evidence in EHA. However, they are not sufficient on their own to encourage and support demand for high-quality evaluative evidence to improve programming and results. Quality assurance, therefore, should happen throughout the evaluation process to ensure that all opportunities are exploited to engage the intended users’ feedback on the ‘qualities’ of evidence that encourage use within their organisations. Some humility is important too, as organisations learn (or fail to learn) from evidence in evaluations in a variety of ways (Hallam and Bonino 2013). This is an important aspect of the search for ‘methodological pluralism and appropriateness’ to adapt to different users’ needs (Patton, 2014). Moreover, evidence quality cannot be separated from concerns over considering what forms of evidence are meaningful, credible and useful for different actors within different processes happening in the commissioning organisation, and the frames of reference of different users.
3. Accuracy

Whether the evidence is a good reflection of the real situation, and is a ‘true’ record of the thing being measured.

One of the main tasks for evaluators is ensuring that the data gathered is as accurate as possible. But putting a finger on accuracy is difficult, as evaluators must gather ‘accurate’ data on both objective ‘facts’ and subjective ‘perceptions’. Regarding the latter, an accurate measurement of people’s hopes and fears in responding to a humanitarian emergency may be at least as important as the ‘facts’ of loss of life and other factors normally associated with ‘accuracy’. The ALNAP Study Insufficient Evidence? defines accuracy as:

‘Whether the evidence is a good reflection of the real situation, and is a ‘true’ record of the thing being measured. Anthropometric measurements that have been conducted correctly, and key informant statements that are a true account of what the informants believe, both pass the test of accuracy. Accuracy can be compromised by the informant or by the observer/researcher, through conscious falsification, unconscious bias, misunderstanding, or the incorrect use of measuring instruments.’ (Knox-Clarke and Darcy, 2014: 15)

To qualify as accurate, evidence should be a good reflection of the real situation, whether that refers to facts on the ground or informant beliefs, or indeed (as will be discussed below) triangulation and comparison of the two. Evaluators may encounter problems with accuracy when conducting interviews, or when using secondary data.

Bias

With respect to interviews, it is important to understand why respondents may fail to tell the truth, either consciously or subconsciously. If the line of questioning is threatening to them – i.e. it exposes limited skills or knowledge or highlights socially unacceptable behaviour – a risk of what is called ‘desirability bias’ exists. For example, a mother may not want to tell the truth about how often her children have been fed if she believes that the truth would reflect poorly on her. Another (related) source of bias is the respondent’s idea of how his/her answer may affect their environment such as a decrease in aid or a change in programme. For example, respondents may exaggerate claims about their conditions and problems if they believe it can further their wellbeing. This may be a factor with both affected populations or with agency staff eager to retain their jobs. The presence of members of the family or community (or if higher level authorities or other powerful actors are likely to be informed about responses) may also influence the accuracy of how respondents answer questions. Rather than giving a truthful reply, the respondent may be tempted to answer in a way that gives him/her credibility or respectability in the eyes of onlookers. Other reasons for receiving skewed information could stem from faulty memory, misunderstanding of the question or purpose of the interview, or a desire to give answers that the respondent thinks the interviewer wants to hear, or ‘courtesy bias’.

Even analysis of secondary data is prone to inaccuracy due to similar factors. For example, assessment data from a study in Ethiopia found that a government needs assessment had an economic slant, and was more of a ‘wish list’ than an accurate assessment of needs. In response, Clusters and local NGOs played a vital part in building confidence in government data and its accuracy (Darcy et al., 2013). Moreover, in other cases such as in nutritional surveys, data that can be interpreted as revealing failures (by humanitarian agencies or government) might even be suppressed, and the range of secondary data limited to presenting only the positive trends.
Accuracy is inevitably affected by the frames of reference of the person or document providing the information. When presenting the evidence, the providers and users of the information may have a different set metrics by which to measure the factors that are being judged. An accurate measure of ‘sufficient’ food, shelter, security, etc. is often related to the ‘indicators’ perceived to be relevant by the informant. Aid recipients are often positive towards receiving what they expect the agency wants to provide, and may avoid or be unaware that suggesting different forms of support is possible. This potential bias can be recognised with sensitivity regarding the person being interviewed, including awareness of the geographical area to which they are referring, and making sure that poor, marginalised ethnic groups, disabled people and women are well represented, at a minimum as subjects of the inquiry.

Biases and preconceptions on the part of evaluators can have profound effects on the quality of evidence. These biases may be related to gender, ethnic or other ‘lenses’ that skew how they perceive the situation under analysis. Gender and ethnic diversity within evaluation teams are important to counteract these tendencies, but are not panaceas. Explicit methods to look at discrimination are the most important means of overcoming these internal biases.

Some examples of these methods come from a case study in Kosovo (see Westley and Mikhalev, 2002) where the team identified significant bias when interpreting the results due to ethnic prejudice between Serbian and Albanian team members. Upon reflection, the evaluation team recommended the following for promoting better shared understanding and minimising bias:

- Showing videotapes of the sites and assessment work in the different ethnic areas to each team.
- Holding carefully arranged meetings between team members if they were willing and interested.
- Making an effort to recruit other minority groups into the assessment.
- Recruiting more individuals who were comfortable working across the ethnic divide and provide them with the necessary security and protection.

Other evaluation team biases may stem from (conscious or unconscious) tendencies to judge interventions based on the extent to which they simply ‘tick the boxes’. These often relate to client expectations and resemble models of ‘best practice’, also referred to as ‘isomorphic mimicry’ (Andrews et al., 2012), rather than relying on the extent to which overall objectives are met and organisations are actually performing effectively. Failure to look critically at the relevance of overall approaches in the intervention for fear of criticising the client or questioning recognised orthodoxy around ‘best practice’ may mean that indicators are selected that are biased towards judging whether programme participants and those using services are ‘doing as they are told to do’. This enables negative self-censuring analyses of the more sensitive issues.

**Triangulation**

Most humanitarian evaluations rely on some form of triangulation as the primary means to enhance accuracy. Triangulation has been defined as ‘deliberate attempts to confirm, elaborate, and disconfirm facts and interpretations through multiple data sources, multiple methods of data collection, repeated data collection over time, and achieving multiple perspective through involving/consulting multiple researchers’ (Bamberger et al., 2012: 137). According to BetterEvaluation, triangulation is a way to validate data by testing:
‘Consistency of findings obtained through different instruments and increases the chance to control, or at least assess, some of the threats or multiple causes influencing our results. Triangulation is not just about validation but about deepening and widening one’s understanding … It is an attempt to map out, or explain more fully, the richness and complexity of human behaviour by studying it from more than one standpoint.’

An assessment of the situation in Aleppo in Syria provides an example of rigorous triangulation. Enumerators were asked to assess the reliability of key informants, and triangulate informant responses with each other, with secondary sources and with their own observation. Where discrepancies occurred that could not be resolved, the information from the informant was not used (Assessment Working Group for Northern Syria, 2012).

Although most evaluations mention triangulation as central to ensuring accuracy, they rarely describe how triangulation is done in practice; what this means for the findings; how much weight is given to different data sources; and whether it is possible to draw reasonable conclusions based on them. Transparency is key to determining the quality of evidence and many evaluators are lax about showing the details of how they intend to apply triangulation, even if they claim that triangulation is critical to their analysis in the methods section of their reports. Poor triangulation methods can have considerable implications for how evidence is interpreted. While triangulation can be used to screen the quality of data, as in the Aleppo example above. It may also be used to bring out the range of perceptions of a given phenomenon, as noted in the following:

‘Contradictions and inconsistencies are often discarded or categorised as untrue, when their analysis could be of great value and represent variability in the observed setting. When using qualitative research to study a complex phenomenon, social researchers suggest that convergence of data should not be expected when performing triangulation. Instead of a tool for validation, the triangulation process should offer different perspectives and give access to different versions of the phenomenon under scrutiny.’ (ACAPS, 2013: 17)

These alternative perceptions may be seen as unwelcome dissonance by evaluators under pressure to present unequivocal answers about ‘results’ and ‘what works’. However, divergent perceptions of what constitutes appropriate and valued results may be essential for recognising where a project might be excluding certain groups or leading to a combination of positive and negative outcomes.

In some cases, a particular approach to triangulation is checking the accuracy of answers by measuring them against a ‘constant’ or another known value. Depending on the nature of the evaluation, and the availability of other data, evaluators might correlate information from interviews against known values such as prices, seasonal trends, nutritional status or morbidity rates (while recognising that inconsistencies may, as likely, be a result of poor data as of inaccuracy in interviews). Sometimes, areas of inquiry can be verified by evaluators themselves. For example, interviewers can walk the distance that respondents have to go to get water in order to verify the distance reported. Measuring against constant or known values in this way can be useful in considering the likely margin of error in data, and its significance for the conclusions being drawn or the calculations being made.
Accuracy in secondary data

The secondary data that is most relevant for humanitarian evaluations can often prove to be inaccurate. This may be because there were methodological errors in the collection of the data, limited samples, biases (outlined above) related to selective or misleading release of data for political purposes, or simply because the data is out of date (often grossly out of date in long-running chronic conflicts). The secondary data collected by the agencies being evaluated often largely consists of baseline and monitoring data that may have focused on the wrong indicators, or can be a result of haphazard data collection or weak commitments to monitoring. Again, triangulation can be helpful here: one piece of secondary data can be triangulated against others, or against known values.

Equally important, however, are the methodological statements made in the secondary data reports themselves. Any data set or report that is presented without a clear statement of the methodology used for collection and analysis should be treated as inherently poor in quality. Where a method is given, it may be important to make a judgement of the quality of the data based on the apparent rigour of the method and how it was applied. For data that rely on statistical tests, this is fairly easy to do (as long as a member of the evaluation team has the requisite skills and knowledge in this area). For qualitative data, it may be harder to determine the quality of the research from a method statement. There is no single, accepted ‘hierarchy’ or system of grading for qualitative work.
4. Representativeness

The degree to which the evidence accurately represents the condition of the whole population, the larger group of interest, the main stakeholders in the intervention, or the diversity that exists.

Quality evidence builds on data that is representative of a given population or set of informants at a certain time, and which can be used in comparison with other snapshots in time. Representativeness refers to the degree to which the evidence (often from a sub-set of the population) accurately represents the condition of different groups within the overall population. This has two aspects. First is to judge whether this sub-set is representative of the majority of the population. Second, is to assess whether certain groups are excluded or benefit unduly from a given intervention. Quality in relation to representativeness is largely related to controlling potential bias, which may occur because of under-coverage of some groups of informants due to lack of access or insufficient time and resources. When undertaking surveys, an example of bias would be an underestimation of income levels because those working longer hours in the sampled population have a lower response rate (ACAPS, 2013). Pastoral groups too may be under-represented if their settlement patterns are not taken into consideration in designing the methods. While people with disabilities may be hidden from sight. Certainly challenges in obtaining representativeness can be overcome – for example, enumerators can return to homes where someone is not there instead of moving to the next house where circumstances may be different; or data can be collected at different times of the day and during weekends to maximise reach to a representative group.

Selecting an approach to sampling

Evaluators can rarely interview all relevant stakeholders or assess the whole of the affected population or all cases assisted. Data is normally gathered from a sample as a means of drawing conclusions about the perspectives of a large range of important stakeholders, including crisis affected populations targeted by an intervention, or even the population as a whole. If sampling is not conducted effectively, evaluations are likely to over- or underestimate the extent of the issue being described, which threatens the quality of the evidence presented. If the evaluation uses statistically-based methods, it is important that sampling is properly done to draw statistically valid inferences from the expensive data collected.

When collecting data from authorities, agencies or service providers, it may be possible to interview a large proportion of the ‘stakeholders’ concerned with a given factor in the evaluation in a way that their ‘representativeness’ might not be problematic. When gathering data from affected populations, intended aid recipients or (especially) those marginalised or excluded by the intervention being evaluated, representativeness becomes more difficult. For this reason, sampling methods that can yield the highest quality of evidence possible with the resources available need to be chosen.

In essence, there are two overall types of samples: probabilistic and purposive. Probabilistic sampling uses various methods based on random selection to obtain a representative sample among the entire population, or among a large affected population. This method allows the evaluator to know the probability of the sample is representative of the population as a whole, and so allows for statistically reliable generalisation. Purposive sampling – consciously choosing particular groups or individuals, rather than selecting them at random from the population – is generally used when the evaluation focuses on a particular set of affected people, or sets of ‘stakeholders’, in order to analyse issues of particular interest. It is based on the idea that the people or groups
sampled will be particularly knowledgeable about the issue of interest – for example, the extent to which they were able to access and benefit from the intervention, or whether it was relevant to their needs.

Ensuring quality in probabilistic sampling

Probabilistic sampling methods include random, stratified and cluster samples. A defining characteristic is that the probability of inclusion of every member can be determined (in random sampling, it is equal for every member). Probabilistic sampling is generally used for quantitative studies and chosen where a large sample size is needed, where the characteristics of whole population are known, and where the factor under analysis is broadly distributed in population. These methods are also important where broad representation is required, resources are available, and access is largely unrestricted. Needless to say, this is not the case in most humanitarian evaluations. These methods are useful to respond to evaluation questions asking ‘how many?’ and ‘what percentage of population?’

The Evaluation of Humanitarian Action Guide (see Section 12, for discussion on sampling) states that unless a sample is randomly selected, it is not possible to make valid generalisations to the whole population because the sample is not representative. This kind of sampling means using random or quasi-random options to select the sample and then employing a statistical generalisation process to draw inferences about that population. Representative sampling depends on having a sampling frame, a list of the whole population from which that random sample can be drawn.

In many situations evaluators may not, for a variety of reasons, be able to ensure representativeness through the use of a random sample, and may instead aim to create an illustrative picture of the situation of a population. Alternatively, the evaluation may not require a sample that represents the whole population but rather one that reflects the experiences and knowledge of a particular group (such as young women, or field staff). Under these circumstances, purposive sampling methods are more appropriate.

Ensuring quality with qualitative approaches

Even when using qualitative methods, careful decisions need to be made about where data is to be collected and who to interview. Purposive sampling for qualitative analyses usually starts with a form of stakeholder analysis anchored in contextual review and in-depth consideration of who has a ‘stake’ in (and who may have been excluded from) the intervention. There should also be a particular focus on ‘stakes’ impinging on the issues to be addressed in the evaluation. Evaluations that primarily involve collection of data from key informants and focus groups need to be based on explicit criteria about why a given informant is ‘key’, and why the particular focus is of relevance for the evaluation.

It cannot be stated with certainty that the people or households in a purposive sample are representative of the entire population of interest (as noted above, this is the role of probabilistic sampling). However, a purposive sample can be used to test the legitimacy of the theory of change or intervention logic of a programme in relation to specific groups. By purposively and rigorously analysing how different sub-groups are influenced by and are influencing implementation of an intervention, it is possible to draw general conclusions about the extent to which the theories behind the intervention are valid. Effectively, the sample cannot represent everyone in the population i.e. it cannot be said that everyone in the population is ‘like’ the people in the sample. But comparing the extent to which the logic is sound in relation to different sub-groups, a well-structured purposive
sample often provides clearer insights into ‘why’ an intervention has been successful or not, as compared to a probabilistic sample that tends to emphasise yes/no answers. The difference in approach has been described by Yin (2010) as the difference between ‘statistical generalisation’ and ‘analytical generalisation’.

With purposive sampling, interviewees or cases are selected to obtain rich sources of information about the situation or views of one set of ‘stakeholders’ or population group – such as service recipients/clients, community leaders, or people who have extensive experience with the population being examined (such as mothers and teachers if studying behaviour of children). Purposive sampling is primarily used for qualitative analyses, as the selection of informants is intentionally biased and reflects those with a particular knowledge or interest in the topic being analysed. Even if the evaluation selects a purposive sample in terms of primarily interviewing agency staff or local authorities, it is important that evaluation readers are made aware of the sampling procedures so they know how many people were interviewed and how they were selected. Gender, education levels or other variables may be important.

Effective purposive sampling relies on the principle of ‘saturation’. This means that an understanding of the situation has been achieved when all perceptions have been uncovered, and when collecting new information does not add more to the understanding of the situation. The principle of saturation also implies that sampling, information collection, analysis and resampling are an iterative process. To establish when saturation has been achieved involves analysing the information collected during the actual data collection phase. It also requires alertness to new and divergent information, as this may mean that another subgroup has been encountered with a different experience of the programme being evaluated. Where this is the case, more interviewees may need to be added to the sample.

Qualitative approaches are typically characterised by small-N. For these cases, snowball sampling is a good method, particularly in finding key informant interviews. This method uses chain referral sampling, where each interviewee is asked to suggest the names of other interviewees who can speak authoritatively on the topic. This can lead to dozens of interviews as the chain continues until no new names emerge. In these cases, the evaluators purposefully seek out people who can provide the most amount of information. If the evaluation wants to know what factors contributed to success in a microfinance project, for example, this may bias the sample by focusing interviews on the most successful users of credit and asking them what led to their success. This means that the evaluation cannot generalise to the whole population, or uncover the factors that lead to some being excluded from the services. It may, however, provide data on success factors. This is an example of the challenges that many evaluations face in ensuring that the voices of ‘non-stakeholders’, for whom the intervention has not yielded benefits, are not overlooked.

**Convenience sampling**

Convenience sampling is the method with the most bias and should be avoided if possible. This approach uses samples which are readily available – such as a community closest to the side of the road, or families who are available to speak during the window of time the evaluators happen to be present – and which may not allow credible inference about the population. Security issues or overambitious evaluation scope in relation to time and human resources for the evaluation, may sometimes necessitate a convenience sample. It is important to acknowledge the limitations inherent to this approach.
5. Relevance

The degree to which a piece of information relates to the proposition that it is intended to prove or disprove.

Relevance may seem straightforward, but the criterion becomes complicated in evaluation practice. The relevance of a particular piece of evidence may only become apparent when the evidence is analysed in relation to the evaluation questions. It is only then that the value of the evidence becomes apparent.

The relevance of a piece of evidence depends on how it relates to – and ultimately interrogates – the assumptions behind the intervention. Nearly all humanitarian and development programmes are based on (explicit or implicit) theories of change about how desired activities and outputs are expected to contribute to intended outcomes and impacts. Both monitoring data and choice of indicators for the intervention generally tend to mirror these underlying assumptions and ask whether actors are ‘doing things right’ in relation to the intervention logic, or even a policy.

Evaluators should go a step further and take a critical stance in relation to the theory of change. They can do so in selecting and collecting data that unpacks the relevance of these assumptions, and take an independent view on the relevance of the programme's own data. They should not assume that data showing that activities have been implemented will lead to intended impacts since the intervention may not be ‘doing the right thing’. For example, many agricultural rehabilitation programmes claim to contribute to food security. Data is often collected to assess whether the distribution of high yielding varieties of seeds has led to an increase in grain production. However, this data may not be relevant for judging whether the seeds have led to enhanced food security if markets were not considered, or if the changes in the production system led to indebtedness when smallholders became dependent on purchasing fertiliser, or if growth of markets led to land grabbing. Relevant evidence should reflect the big picture.

Efforts to address the relevance of evidence, therefore, often leads the evaluation team back to analysis of the initial results framework for the intervention. The intervention results framework may be presented as the basis for selecting indicators to evaluate against, but these indicators may reflect initial assumptions about the intervention regarding the conflict, the disaster, or the capacities, needs and aspirations of the populations or organisations engaged in the evaluation, that are proven to be misguided during implementation. Even when and where the initial indicators in the results framework have been found problematic early on, the monitoring system for the intervention may nonetheless be ‘stuck’ in collection of irrelevant data that the evaluation cannot use. For example, it may have been recognised that food aid is not reaching the most vulnerable populations, but a monitoring system that uses quantities of food distributed as a proxy for improved nutrition may remain in place.

Another aspect of relevance involves questions regarding whether the standards being used are relevant for achieving overall policy objectives in the given context. This may relate to humanitarian standards, or even lead to questions about whether the focus of the intervention was actually relevant to needs – e.g. did the intervention provide services such as food or water, when relevance in the intervention context actually suggests that there was a greater need for protecting the overall policy goal of alleviating human suffering? As such, indicators that give evaluation teams the latitude to ask these ‘big questions’ are essential for ensuring that relevance is appropriately assessed.
Indeed, these challenges may be turned to an advantage if the evaluators are given the leeway to collect data that effectively questions the underlying theory of change of the intervention. Ideally, theory-based evaluation methods (see Section 7) apply indicators that critically assess whether the intervention has been ‘doing the right thing’. The Grand Bargain agreed upon at the World Humanitarian Summit reflects broad questioning about whether the humanitarian sector is ‘doing the right thing’. Evaluations of relevance in relation to the Grand Bargain can provide important information about these fundamental questions, and may even provide evidence on whether the Grand Bargain is the ‘right alternative’.

**Whose indicators?**

Answering questions about ‘doing the right thing’ requires selecting indicators that reflect other perspectives on relevance than those described in project documents.

‘While ‘traditional M and E systems tend to over-emphasise “our indicators” not “their indicators”’ (Catley et al., n.d.: 21), the participatory approach uses impact indicators identified by the intended beneficiaries. Similarly, the People First Impact Method (PFIM) asks communities to identify the most important changes in their lives, and the causes of these changes (for example, see O’Hagen and McCarthy, 2012). A similar approach was used by the Food and Agriculture Organization (FAO) in Somalia where the impact evaluation relied on an iterative and narrative based approach: aid recipients discussed their experiences of the programme, and the impacts it had, in semi-structured interviews that were enhanced by a variety of participatory tools. Emerging themes were then fed back to community groups for further discussion and verification (Tesitore, 2013).’ (Knox-Clark and Darcy, 2014: 43)

In a recent volume discussing progress and application of participatory methods, Jeremy Holland points out that ‘in contrast to the individualised observations and discussions in much top-down investigation, participatory research also focuses on public and collective reflection and action’ (Holland, 2013: 2). He and other researchers have argued that participatory methods can both generate accurate and generalisable statistics in a timely, efficient and effective way, while also empowering local people by using methods that facilitate local control of data generation and analysis. The assumption is that the stakeholders’ involvement helps ensure that the evaluation addresses appropriate issues and (due to enhanced relevance to ‘their indicators’) gives them a sense of ownership over the results.

Stakeholder involvement in ensuring that indicators are relevant for the local context and the specific intervention has been shown to also increase the chances of evaluation results being seen as relevant by programme decision-makers and implementers (for example, see Patton, 2007). This may even lead to the evaluation being learning experience for the programme stakeholders, increasing their understanding of programme strategy, and contributing to improved communication between programme actors working at different levels of programme implementation (Aubel, 1999).

The literature considers a truly participatory evaluation to be one where the affected community is involved in ensuring a focus on relevance in all aspects of the evaluation: planning and design, gathering and analysing data, identifying findings and formulating recommendations, disseminating results and preparing a plan to improve programmes.
Guijt and Gaventa highlight four principles that are at the core of participatory approaches to evaluation (1998: 2):

- **Participation**: opening up the design of the evaluation process to include those most directly affected, and agreeing to analyse data together.
- The inclusiveness of participatory monitoring and evaluation requires **negotiation** to reach agreement about what will be monitored or evaluated, how and when data will be collected and analysed, what the data actually means, and how findings will be shared, and action taken.
- Leading to **learning**, which becomes the basis for improvement and corrective action.
- Since the number, role and skills of stakeholders, the external environment, and other factors change over time, **flexibility** is essential.

**Participatory evaluation is not a panacea for achieving relevance**

Despite these notable advantages in employing participatory approaches to promote relevance, there are some pitfalls. Those who are close to an intervention may have ‘too much ownership’ and, as described in Section 3 above, can lead to bias and inaccuracy if they are dedicated to defending the flow of resources flowing from the intervention.

Any intervention will have different levels of relevance for different sectors of the population. If representation is skewed, then the participants may also fail (either intentionally or unintentionally) to ensure that the interests of ‘non-participants’ are represented in the evaluation. This relates more generally to even non-participatory evaluations if the focus is on soliciting information about intended ‘beneficiaries’, when the needs the intervention is intended to assess may be greater among populations that have not benefited.

These considerations relate to the need to retain a focus on independence to ensure the broader issues of relevance are not overlooked, even while the evaluation strives to ensure that relevance among local stakeholders is adopted. Perhaps paradoxically, independence is also important for creating the distance to place the intervention within a broader context of analysis within the prevailing political economy of the conflict, the wider trends in economic development, demographic trajectories or climate change. These ‘big picture’ issues may be beyond the perspectives (or simply taken for granted) by local actors. Yet, these issues are essential for ensuring that a balance is maintained between local relevance and what can be ‘relevantly’ generalised to other contexts and interventions, as will be discussed in the following section.
6. Generalisability

The degree to which evidence from a specific situation can be generalised beyond a specific response to other situations.

Generalisability concerns the scope of the proposition that a piece of evidence supports or refutes. It involves extrapolating the relevance of findings and conclusions from one intervention, local context, conflict, disaster or policy to others. As such, qualities relating to generalisability have as much to do with the way that evidence is analysed as they are about the quality of evidence itself. Generalisability in evaluative practice can be looked at from two perspectives.

First, generalisability involves looking at similar processes, causal mechanisms or theories of change in different interventions or contexts. The commissioner or organisation may want to know if the model or method applied in the intervention being evaluated can be applied elsewhere (e.g. cash-based approaches or a particular system for training local staff). Here, the aim can be to generalise from one context to another context (Does ‘what works’ in South Sudan also work in the Democratic Republic of Congo?); or to generalise from one context to a large set of contexts (Does ‘what works’ in South Sudan also work in humanitarian responses in general?).

Second, thematic evaluations use meta-analysis of a variety of evaluations to look for patterns in relation to a theme (e.g. ‘coping’, ‘recovery’, etc.), where generalisations can then be made in relation to broad policy assumptions or narratives that frame a range of different interventions. Less focus is given to the generalisability of a given model or method. Instead these approaches look at a variety of models and methods to identify the factors (often beyond the intervention itself) that have influenced success or failure.

There is an active discussion across the social sciences about the methods and types of analysis that are most useful for generalising research findings. Case study evidence, for instance, involves different types of generalisability than, say, quantitative analysis, and therefore different measures of rigour. Recent work to improve the rigour of case study methods have suggested several techniques for widening the scope of case study findings, including pattern analysis (Yin, 2008; Blatter and Blume, 2008); and structured comparison (George and Bennett, 2005). Observers often question the value of case studies for generalisation as they may appear to emphasise features that are only relevant to the given case. For this reason, particular attention is needed when structuring evidence to contribute to more generalisable conclusions.

The extent to which case study findings can be confidently generalised depends on the application of thorough and consistent analyses of two dimensions. First, the evaluators should explicitly describe the concepts and theories behind the interventions so that ‘patterns’ in these concepts/dimensions can be identified and compared. Second, in addition to looking at the concepts framing the intervention, patterns in the actual empirical evidence within the set of cases being analysed need to be identified and compared. In the example of food security, the evaluation should compare patterns in how programming has been anchored in theories about how to enhance the basic determinants of food security, such as how increases in production or use of new technologies are expected to improve access, availability, utilisation and stability. Second, case study analyses should also identify patterns in the empirical evidence of how the programme has actually influenced markets, shifts in reliance on subsistence farming, and access to specific types of food among different target groups. Together, analysis of the theories behind the intervention and the empirical findings about outcomes in the field should provide a basis for generalising about different dimensions of food security outcomes. Generalisability
thus involves using evidence to describe patterns in both programme theories and in observed phenomena in different cases to judge where evidence points to factors that can be generalised (or not).

There are inevitable tensions between local relevance and generalisability, and evaluators may need to make difficult choices regarding how to prioritise the two different ‘qualities’. Newer developments in case study approaches may offer a way for evaluators to ‘have their cake and eat it’. These approaches can focus on local relevance while actively looking for ways to structure their analyses and presenting evidence that can enable their readers to recognise patterns informing how they think about their own contexts and programming.

Here again, triangulation may be important to provide support for generalising from very local cases. Mixed-method approaches can provide additional evidence on where there are similarities and differences in populations, factors related to the conflict or disaster, or service provision performance that relate to the policy, context or type of intervention with which to make comparisons. Furthermore, as will be discussed in Section 7, the quality of analysis of attribution and contribution provides evaluation users with the confidence they need to judge whether similar causal assumptions can be presumed to be valid in other situations.

Finally, it should be stressed that it will ultimately be up to the users of any evaluation to decide if and how to generalise the findings to other settings and applications.
7. Attribution

Why is attribution important?

Attribution seeks to establish the extent to which particular actions have caused particular effects. In other words, it is about being able to describe and justify the links between causes and effects (Stern et al., 2011:1). As Knox-Clarke and Darcy note, ‘It is not enough for an evaluation to depict a situation accurately; it also needs to show the relationship between a specific intervention, or series of interventions, and the situation described.’ (2014: 40). The intention of logical frameworks and many other tools for designing results frameworks is to force programme designers to be transparent and explicit about the causal assumptions behind the intervention.

In evaluation, attribution is important because it is about seeking to establish what difference an intervention makes or how the intervention contributes to changes that are underway as a result of a range of factors. When evaluations answer causal questions, they need to judge what a programme had set out to do (i.e. the results framework) based on what it actually achieved, and how effectively. In order to establish causation, evaluations need to articulate the intervention’s role (even if this is limited) in producing or contributing to certain results in terms of outcome or impact. If particular outcomes are observed, to what extent can the outcomes be verifiably attributed to the intervention? Put differently, addressing causation in evaluation is about documenting that a given result, change, or effect has been caused by the intervention and not by coincidence or by other concurrent factors at play in a given context (Davidson, 2005).

Programme managers, donors and decision-makers at all levels want to answer whether and to what extent their interventions lead to the desired results, outcomes and impacts. However, not all evaluations address, or are expected to answer direct questions about cause and effect. Evaluations may, for example, focus on cost efficiency or whether conditions have been created that are likely to lead to sustainability in the future even if it is too soon to make judgements about whether these elements have ‘caused’ sustainability. Many observers have noted that most evaluative work focuses on process issues, activities and outputs i.e. describing what happened during an intervention and how, rather than answering the question of whether the intervention brought about the intended results (outcomes and impacts) (Morra Imas and Rist, 2009: 228). Attribution is often important in various types of process evaluations as they (should) ask about the extent to which the process that is underway in the intervention stimulated, supported, or hindered the intervention. However, the ultimate impact on affected households may not be given priority attention in the evaluation as these impacts are seen to be phenomena that will arise in the future and/or relate to a range of concurrent factors that are not possible to assess. This points to the importance of ex-post evaluations to assess whether benefits reach crisis affected and/or marginalised populations. Yet regrettably, ex-post evaluations of humanitarian assistance programmes are relatively rare.

Attribution and contribution: two overlapping measures of causality

Evaluators often need to be able to document that a given result, change, or effect has actually been caused by the intervention and not by coincidence. Establishing this causal relationship (also called causal inference) is not straightforward. It may not be possible to isolate the results brought about by a given intervention in among a host of other factors at play, in a given context. Randomised control trials (RCTs) can provide strong evidence...
about a single variable. However, they are less effective when dealing with causality in complex situations where factors such as violence, drought and state fragility are part of the intervention itself. This complex and rapidly changing mosaic of phenomena can profoundly influence the contribution of the intervention in addressing the humanitarian needs of different sub-groups of the population. This points to what is commonly referred to in evaluation as the attribution problem, and is the focus of an extensive body of literature in the evaluation field. Attribution requires establishing the causal implications of an intervention and/or the causation of a phenomenon that can be observed (Scriven, 2010: 1). However, establishing attribution does not equate with establishing ‘sole attribution’ – an intervention solely necessary and sufficient for a particular effect. Establishing causation is an issue of wider concern across the social sciences (Illari and Russo, 2014) and some have addressed this through different approaches, such as process tracing to identify causal mechanisms (Beach and Pedersen, 2013), or by exploring contributory causation.

Establishing causation is a particular challenge for evaluators across the many branches of evaluation practice – but within the humanitarian sector, there are even greater complications when addressing cause and effect questions. Given the rapidly changing and often unstable environments where humanitarian actors operate, establishing and tracing the contributions of modest programmes in contexts where affected populations experience multiple risks is inherently difficult. For example, when looking at reduced malnutrition, there could be a range of factors at play contributing to the results, such as: other concurrent health-related interventions (e.g. de-worming); improved/declining hygiene conditions; seasonal factors; and changes in household income. Insufficient analyses of the conflict, political processes and economic trends can lead evaluators to miss many of the major causal factors behind the apparent results of the intervention.

In most cases, evaluators must assume that there are numerous factors at play aside from the intervention that make it impossible to conclude that the intervention alone ‘caused’ a result. A more realistic expectation is that the intervention, together with other influencing factors (what Cartwright and Hardie [2012] and Mayne [2012] refer to as a ‘causal package’) has contributed to the outcome. Mayne thus suggests that these causes together, which are neither necessary nor sufficient, can be called contributory causes (Mayne, 2012: 2). From this ‘contributory’ perspective, appropriate evaluation questions would be:

- Was the causal package of the intervention plus its supporting factors sufficient to produce the intended result?
- Is it likely that the intervention has made a difference?
  - Is it likely that the intervention was a contributory cause of the result?
  - What role did the intervention play within the overall causal package?
- How and why has the intervention made a difference?
  - How did the causal factors combine to bring about the result?
  - How did the context affect this contribution and which mechanisms were at work?
- Has the intervention resulted in any unintended effects? (Mayne, 2012: 1-2)

BetterEvaluation notes that the essential value of contribution analysis is that it offers an approach designed to reduce uncertainty about the intervention’s contribution to the observed results through better understanding why the observed results have occurred (or not), and the roles played by the intervention and other internal and external factors. The report from a contribution analysis is not definitive proof, but rather provides evidence and a line of reasoning from which a plausible conclusion can be drawn. This conclusion will indicate whether, within a given level of confidence, the programme has made an important contribution to the documented results.
Using programme theory to infer causation

Theory-based approaches (which include the use of theories of change, case studies, causal modelling, most significant change and ‘realist’ reviews) involve examining a particular case or set of cases in depth and theorising about the underlying causal links between actions, outcomes and impacts, thus building a programme theory of change. These theories may reflect, build upon or dispute the formally accepted results framework. In relation to theories of change, the quality of evidence is related to the extent to which a credible and verifiable case can be made that the intervention contributed to the intended processes, outputs or impacts. Some newer methods for designing results frameworks, such as outcome mapping (Earl et al., 2001) and problem-driven iterative adaptation (Andrews et al., 2012), represent efforts to go beyond the mechanistic ‘theories’ often associated with logical frameworks. These newer methods are designed to be better aligned with monitoring and evaluation efforts that encourage critical reflection on the assumed causation in interventions.

Example of analysing contribution: NRC evaluation of advocacy and protection in the DRC

An evaluation commissioned by the Norwegian Refugee Council (NRC) assessed the outcome results of its 2012-2013 advocacy and protection initiative in the Democratic Republic of the Congo (DRC) (O’Neil and Goldschmid, 2014). It is worth noting for the following features:

- The evaluation made an attempt to estimate the level of contribution of the initiative to any changes seen at the outcome level and capture unanticipated results.
- The evaluation looked at different changes at all levels: at policy level; field level; in the area of conflict resolution; at the level of the international community; of NRC-specific field presence in DRC; and at the level of NRC programmes in general, and of the NRC advocacy programme in particular.
- The analysis of NRC’s contribution to change applied indicators intended to capture and map the different levels of contribution. The evaluation team focused on providing a detailed nuance of the extent to which NRC’s role and activities were visible (or not) in contributing to different changes observed.

The evaluation also used the theory of change (ToC) that was developed to inform NRC’s programme in the area of access advocacy. It ‘checked’ the DRC’s evaluation results against the ToC to gauge which piece of evaluative evidence could be situated against it to support (or not) the expected linkages between different levels of results (O’Neill and Goldschmid, 2014: 11-12).

One of the challenges was the ambition of tracking ‘too many’ changes (30 in total) at ‘too many’ levels. In the end, the evaluation team recommended reducing the number of expected changes to 10 in order to facilitate the tracking of contribution and allow for deeper analysis of fewer significant changes.

Example of mixed-method theory-based impact evaluation from WFP and UNHCR (2012)

The World Food Programme (WFP) and United Nations High Commissioner for Refugees (UNHCR) jointly commissioned and conducted a series of mixed-method impact evaluations to assess the contribution of food assistance to durable solutions in protracted refugee situations (WFP and UNHCR, 2012).
The impact evaluation series used a theory-based approach as the basis to infer causation. A synthesis evaluation was produced using a series of four standalone evaluations carried out in Bangladesh, Chad, Ethiopia and Rwanda. It used the same theoretical framework and approach, but with details adapted to the context in each case. Some of the key features of this impact evaluation series are its use of:

- A logic model (visualised as a ToC) that was first developed by WFP Evaluation Office, to be then discussed and validated by the evaluation teams in the four countries visited; the teams also assessed the match of the ToC with country-level logical frameworks at different stages of the evaluation.
- A mixed-method approach to gather and analyse data in the four country cases included triangulation of data generated by desk reviews; interviews with WFP and UNHCR stakeholders; reviews of secondary data; quantitative surveys; transect walks; and qualitative interviews, including with focus groups of beneficiaries and members of local refugee-hosting communities (WFP and UNHCR, 2012: 2).
- An evaluative analysis drawing from the results that emerged from the country case studies to establish: a) which internal and external factors can causally explain the results; and b) which factors influenced the results and changes (intended and unintended) observed in the different countries and why (for more, see WFP and UNHCR, 2012: 10-13).

The evaluation team explained that the series of country-based impact evaluations were used as a way of:

‘Test[ing] the validity of an intervention logic derived from the MOU [Memorandum of Understanding] between UNHCR and WFP and the two agencies’ respective policies and programme guidance. This logic posited that the agencies’ combined activities and inputs contributed to increased refugee self-reliance over three stages of evolution, starting from the refugees’ situation on arrival. (…) All four [country-level impact] evaluations tested its assumptions and the extent to which food assistance contributed to outcome levels over time...’ (WFP and UNHCR, 2012: 2)

**Randomised control trials**

Currently, the most talked about method for assessing attribution is RCTs. In RCTs, participants are randomly assigned to a treatment (the group that received the intervention) or control group (the group that did not receive the intervention or received an alternative intervention). Provided that sampling is done carefully and that sample sizes are large enough, randomisation helps ensure that there are no systematic differences between the group that received the intervention and those who did not. This means that any observed differences may be causally attributed to the intervention. These approaches can be time-consuming and resource-intense because of the large sample size required to ensure that confounding factors are evenly distributed between treatment and control groups. Proudlock, Ramalingam and Sandison (2009) cite a statement by the European Evaluation Society (2008), which proposed that RCTs should only be considered in cases where:

- a linear causal relationship can be established between the intervention and desired outcome
- it is possible to ‘control’ for context and other factors
- it can be anticipated that programmes under both experimental and control conditions will remain static for a considerable time
- randomness and chance have no influence
- it is ethically appropriate to engage in randomisation.
Finally, it should be stressed that RCTs should not be seen as the only ‘genuine’ method for assessing the attribution of impacts to an intervention. RCTs are but one tool among many for impact evaluation (Stern et al., 2012). Methods that look at contributions within a broader ‘causal package’ are not a ‘second best’ alternative to RCTs. They have different purposes and respond to different evaluation questions than RCTs.

Example of using an RCT to assess the impact of cash-based assistance: IRC in Lebanon (2014)

The International Rescue Committee (IRC) completed an evaluation of the impacts of the winter cash transfer programme run by UNHCR and partners from November 2013 to April 2014 (Lehmann and Masterson, 2014). The programme gave $575 via ATM cards to 87,700 registered Syrian refugees in Lebanon with the objective of keeping people warm and dry during the cold winter months. This was the first piece of research on causal-inference to understand the impact of conditional cash transfers and of unconditional cash transfer programmes focusing more on long-term poverty alleviation, rather than solely on immediate humanitarian needs.

This study built its sampling approach on the targeting strategy used as part of the cash assistance programme itself: cash transfers were made to benefit those living at high altitudes to target those living in the coldest areas during the winter months. In practice, those who met the threshold of living above 500 meters received cash, and those beneath 500 meters did not. The study thus compared outcomes of aid recipients residing slightly above 500 meters (treatment group who received cash) to non-recipients residing slightly below (control group who did not receive cash). It applied the same demographic criteria to calculate vulnerability, thus limiting (as much as possible) the variation between treatment group and control group.
8. Clarity around contexts and methods as the foundation for evidential quality

The degree to which it is clear why, how, and for whom evidence has been collected.

Knox-Clarke and Darcy write that:

“Evidence, as we have seen, is information that relates to a specific proposition. As such, information is only evidence in the context of a specific question, asked by a particular organisation or group. An observer can only gauge the evidential quality of any information if they know the proposition to which the evidence relates, who wanted to prove the proposition, and how they collected the evidence. Without information about the context, it is impossible to know whether the evidence is relevant or generalisable. Similarly, information can only be accepted as evidence where the methods used to collect and analyse it, and any limitations in the exercise, are made explicit. It is only on the basis of this information that the user can determine the accuracy, representativeness, relevance, generalisability and attribution of the ‘evidence’.” (ALNAP, 2015)

These points can in many respects be seen to come together in the importance of being transparent and explicit about the following five questions:

- What accuracies and inaccuracies (biases, etc.) exist in the data?
- Who is ‘represented’ in the evidence and who is left out?
- For what the contextually derived questions can the evidence provide relevant answers?
- Which findings in the evaluation can be confidently generalised to which other contexts?
- What causal assumptions have driven the evaluation and what results or processes can be said to derive from the (often modest) contributions of the intervention?

There is no single methodological fix for these five questions. Davidson has stated that the ‘gold standard’ for evaluations should be about using different methods to systematically pursue causal reasoning (Davidson, 2005 and 2009). This means that realistic, reflective and contextually relevant evaluation questions should drive decisions about how to select methods that can yield quality evidence. Assuming a single superior methodological approach is to start at the wrong end.

In line with those views, Patton (2014a and 2014b) has recently shared some reflections on the questions around the quality to aim for when selecting and applying different approaches and designs to answer causal questions in evaluation. He argued that ‘we need to … aim to supplant the gold standard with a new platinum standard: methodological pluralism and appropriateness.’ (2014b).

Davidson (2000, 2005) suggests answering key questions in order to decide which design, method or analytical tool offers the best fit to generate quality evidence in an evaluation. This includes frank consideration of the level of certainty the evaluation commissioning agency and the intended users of the evaluation need to have, to be confident that a given intervention led to a certain change or result. Many decision-makers are prepared to make decisions if they are, say, 70% or 80% certain of the evidence provided to prove or disprove a given evaluative statement. Different contexts and different types of decision will call for different ‘thresholds’ of certainty. And indeed, because each decision context requires a different level of certainty, it is important to
be clear upfront about the level of certainty required by decision-makers and other evaluation stakeholders (Davidson, 2005: 69). The depth and breadth of the required evidence base is a key consideration in evaluation planning and should be based on a transparent discussion of stakeholder information needs. This will help not only with appropriately budgeting the evaluation, but will facilitate upfront discussions about the trade-offs between budgets, timelines, and the confidence level of conclusions (Davidson, 2000: 25).

Having some clarity on these types of stakeholders’ expectations should thus help evaluators better explain the implications for the quality of evidence inherent in their design and method choices. It should also help evaluators engage in a concrete discussion of the trade-offs in decisions about the levels and types of quality the evaluation requires. The ultimate goal – or platinum standard, to use Patton’s words – is to identify and propose the most appropriate blend or best fit of designs and methods to answer the evaluation questions at hand.
9. Questions for design and dialogue around the quality of evidence

The following questions are a proposed basis for discussions around how to promote better quality evidence in humanitarian evaluations. They are not intended as a set ‘checklist’ for how to ‘do things right’, but are intended to provide guidance in considering options and increasing awareness of important issues. These questions are expected to be useful for evaluation managers, those commissioning evaluations and evaluation teams in discussing the following issues:

- Decisions about the scope and resources allocated for evaluations (in connection with the intended uses of the evaluation and expected confidence in evidence).
- Choices in design of the evaluation methodologies and later discussions of how to analyse findings.
- Guidance in assessing the quality of evaluations, though it is acknowledged that the extent to which evaluation reports describe how they have addressed these issues, is likely to vary.

Furthermore, the questions are presented to encourage thinking on how to promote sharing and inclusion of people affected by crises and partners in local research institutions in evaluation processes. By being transparent about our criteria for what constitutes ‘good evidence’, we can establish a basis for constructive dialogue about how to bring in evidence from different sources and perspectives. Ideally, this can broaden the discussion of evaluation quality to better embrace the range of perceptions of evidence quality within the humanitarian evaluation community and among the users of evaluations.

The questions below are structured around the six ALNAP criteria on quality of evidence:

**Accuracy**

- How can the evaluation design present a ‘true’ picture that triangulates both ‘objective facts’ regarding the intervention and also subjective perceptions, while recognising that each are more or less appropriate depending on the evaluative question being posed?
- Has the evaluation design and implementation considered risks of bias by both informants and evaluators, and proposed possible measures to minimise (or at least acknowledge) these risks in methods and subsequent analyses?
- Are the motives of respondents in presenting a certain impression of the intervention acknowledged?
- Have steps been taken to triangulate or to find ways to look critically at and reassess data when informants show signs of ‘telling us what we want to/expect to hear’?
- When relying on triangulation of evidence, is the evaluation transparent about the weighting and confidence levels of different types and sources of evidence?
- Where triangulation leads to findings that highlight the contradictory or contrasting perspectives on an issue, is this acknowledged and analysed?
- Where baseline or monitoring data is absent, skewed or focus on ‘the wrong indicators’, is this addressed (through exploration of other data sources)? At a minimum, is it used to inform stakeholders so as to encourage improvements in future monitoring efforts?
Representativeness

- When a purposive sample of a set of stakeholders is being used, is the sample based on an analysis of the different ‘stakes’ that the respondents have in the intervention, and whose voices they ‘represent’? Is this anchored in the ToC of the intervention in relation to outcomes and impacts on different parts of the population?
- Are choices about how to optimise sampling methods in relation to timeframes, access and available resources made transparent? Are the implications of these choices transparently considered in relation to the purposes and ambition levels of the evaluation?
- How has the evaluation judged ‘saturation’ i.e. ensuring that they have captured a full picture of the situation pertaining to the evaluation questions?
- Does the evaluation require an accurate overview of the effects of the intervention in relation to the overall population? Or is it more concerned with specific categories of intended aid recipients/programme participants, service users or other stakeholders? How has that been reflected in the choice of sampling methods?
- Is the evaluation clear about whose voices it intends to ‘represent’ in the data collected (and whose voices are excluded)?

Relevance

- Is the evaluation explicit about the indicators against which the intervention is being assessed, while also taking a critical stance as to whether those indicators really reflect the propositions or policies being interrogated?
- Has the evaluation been designed so as to critically assess the underlying propositions (explicit and implicit) in the ToC of the intervention?
- Has the evaluation design considered participatory methods to draw attention to the indicators that the people affected by the conflict or disaster use to judge the quality of the intervention?
- Have steps been taken to encourage ownership of evaluation findings and recommendations among different sets of decision-makers (including field level staff and service providers) by ensuring questions and indicators used are relevant for providing them with advice and guidance for the decisions they need to make?
- When using participatory methods, has the evaluation team been given sufficient independence from those directly engaged in the intervention to ensure that the situation and needs of ‘non-participating’ population groups are analysed?

Generalisability

- Are the findings of the evaluation meant to be generalisable to other contexts?
- Has the evaluation effort exercised due caution in judging what can be generalised from the findings to other contexts i.e. by making explicit what is unique to a given country, conflict or convergence of risks?
- Has the evaluation effort exercised due caution in judging what can be generalised from the findings to other interventions, i.e., by making explicit what is unique to a given type of programme, modality or method?
• Does the evaluation have a structured and transparent method for determining what can and cannot be generalised from one case to another? Does it describe the ‘patterns’ in the underlying dimensions of the interventions that are similar in other interventions and contexts?
• Has the evaluation considered how much confidence in the evidence is needed to conclude that findings from a given evaluation can be judged to be relevant for informing the use of a given approach in a different context?

Attribution
• Are assumptions about attribution made transparent and clear? Are they supported by acceptable methods?
• Are there any doubts about what can actually attributed to the intervention explained, and alternative explanations of contribution transparently interrogated, where appropriate?
• Does the evaluation acknowledge (and even highlight) the broader contextual factors and other related interventions that together impinge on the likelihood that the intervention contributed to the results claimed?
• Has the evaluation method and process provided space for recognising unintended positive or negative effects of the intervention?
• Has the selection of methods used control or quasi-control design to establish a causal relationship? Has it reflected the range of causal factors and intended results that the evaluation has been tasked with assessing?
• Have the methods been applied in a sufficiently rigorous manner to either indicate the strength of the causal relationship or disentangle the causal package in a verifiable manner?

Clarity around context and methods
• Are the basic facts surrounding the evaluation presented i.e. who commissioned the evaluation, when and why it was commissioned, who conducted the evaluation and what were the methods and limitations?
• Does the evaluation design reflect an optimal approach for answering the evaluation questions in a rigorous and verifiable manner given the resources available? Have the methodological choices for the evaluation been explained, including the advantages and constraints of alternative approaches?
• Is the evaluation report transparent about: judgements regarding the accuracy of the data; whose perspectives are included (and excluded) in the findings; and what the underlying assumptions are behind the theory of change of the intervention?
• Have stakeholders (ideally those being targeted or otherwise affected by the intervention) had an opportunity to validate the findings and conclusions of the evaluation?
• Have the selection of methods and decisions about investment of resources for the evaluation reflected the threshold of certainty needed to use and learn from the evaluation?
• Has the design of the evaluation (including inception discussions) served to focus the evaluation on questions that are realistic to answer, critically reflective and contextually relevant?
Endnotes

1. Overview of the meeting, including all presentations and panel material and videos are available on the ALNAP website: www.alnap.org/events/28th


3. Primary data refers to data gathered directly by the Evaluation Team e.g. in their interactions with crisis affected populations, other people of concern, and other various stakeholders in partner agencies and government entities. Secondary data is gathered from documents, reports, analysis produced by actors/entities other than the Evaluation Team.

4. See: http://betterevaluation.org/evaluation-options/triangulation

5. The reasons for this ‘path dependency’ are many, but quite often relate to fears of donor displeasure if initial plans are not executed as intended.

6. For an introduction on this specific issue, see Gerring, 2012.

7. The BetterEvaluation portal offers specific guidance materials on all these approaches: http://betterevaluation.org/plan/understandcauses/check_results_match_theory

8. For a short and accessible introduction, see Westhorp (2014). For an example of how realist reviews are conducted, see Westhorp et al. (2014).


10. The series of reports is available from the WFP Evaluation Office: http://www.wfp.org/evaluation/

11. For more on this, see Jones, 2009.
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